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Introduction 

 Action perception often treated under the viewpoint of 

pattern recognition: classification of spatio-temporal visual 

patterns.  

 Example: perception of „biological motion‟; Johansson was 

originally interested in dynamic pattern formation („Gestalt‟), 

not in information encoding in point-light stimuli (Johansson, 

1973;Jansson et al.1994; Poljac et al. 2011). 

 Body motion perception shows interesting dynamical proper-

ities: 

I) Multi-stability: Switching between multiple percepts of the 

same stimulus (e.g. in terms of walking direction) (Vanrie et al. 

2004; Schouten et al. 2011); disambiguation by shading cues.  

II) Adaptation: repetition of the same action results in high-

level after-effects and reduction of neural activity (in the 

BOLD signal) (repetition suppression) (Jordan et al. 2006; Troje al. 

2006; Jastorff et al. 2009; Grossman et al., 2010).  

 No or very weak adaptation effects observed in single-cell 

studies on mirror neurons in area F5 (premotor cortex) 

(Caggiano et al.2013; Kilner et al. 2014). 

 Ambiguous fMRI adaptation results for repetition suppres-

sion in human mirror neuron system (e.g. Dinstein et al. 2008;  

Lingnau & Caramazza, 2009). 

  Strong adaptation (decay of activation by 10-20%) for 

shape-selective neurons in area IT (de Baene  & Vogels, 2011). 
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Questions 
 Unifying neural model for these neuro-

dynamic effects in action perception?  

(No account by existing models (e.g. Giese & 

Poggio, 2003; Lange & Lappe, 2006; Jhuang et al. 2007).  

 Mathematical framework for treatment  

of the underlying multi-stability? 

 Why is adaptation in action-selective 

neurons so small compared to shape-

selective neurons in area IT ? 

Basic model 

 Model architecture extends physiologically-inspired model for 

the recognition of body motion stimuli (Giese & Poggio, 2003). 

 Hierarchical model with two pathways processing form and 

motion information. 

 Snapshot neurons recognize body shapes, which are activated 

in sequence.  

 Integration of information over time by dynamic neural field 

with asymmetric lateral interaction kernel  

stable of stimulus-locked travelling pulse solution if input 

frames appear in correct temporal order, otherwise very small 

irregular or lurching activity. 

 Outputs summed by „motion pattern neurons‟.  

 Neurons with such properties found in the STS and area F5 
(Barraclough et al., 2009; Vangeneugden et al. 2009;  Singer & Sheinberg, 2010; 

Caggiano et al., subm.). 

 Mathematical formulation as Amari field with travelling input 

peak (Amari, 1977; Zhang, 1996; Giese & Poggio, 2003): 
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Stability condition:   

Model extension 

 Extension of highest hierarchy layer (neural field); assumption of idealized input (so far).  

 Two dimensional field: q: snapshot number, f: view angle 

 Noise / fluctuations x modelled by Gaussian process. 

 Adaptation process I based on firing rate fatigue (neuron thresholds increase after firing)  
(de Baene  & Vogels, 2011). 

 Adaptation process II based on input fatigue (synapses become less efficient after use)  
(de Baene  & Vogels, 2011) 

 Spike rate adaptation needed to model detailed shape of the activity profiles.  
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Results 

Multi-stability:  

 Reproduction of perceptual switching.  

 Two competing travelling pulse solutions 

(attractors).  

 Switches mainly induced by noise, not by the 

adaptation mechanisms.  

 

Adaptation results (static stimuli, area IT):  

 Simulations used to fit the parameters of the 

adaptation dynamics.  

 Reproduction of signal shape in IT. 

 Match of short-term and long-term time 

courses of adaptation. 

 Model with dominant input fatigue mecha-

nisms reproduces interaction for adaptation 

strength dependent on effective / ineffective 

adaptors; effect not reproduced by model 

with firing rate (FR) fatigue  
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Adaptation results (action representation):  

 We took over the parameters of the adaptation 

mechanisms in the model for area IT in the model 

for the representation of actions.  

 Testing of models variants with dominant input and 

firing rate fatigue. 

 Very small adaptation effects for both model 

variants if a single action is repeated (red curves).  

 Much stronger adaptation in both model variants 

for new adaptation stimulus (green curves): 

action fragment (360 ms) repeated as fast as 

possible.    
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Conclusions 

 By appropriate extensions, our previous learning-based recognition model we can account for 

multi-stability + adaptation effects.  

 Key concept: 2D neural field with dimensions snapshot number and view angle.  

 Complex interaction between adaptation and dynamic pattern encoding. 

 Weaker adaptation effects for action stimuli than for static shape stimuli, assuming the same 

neural mechanisms for adaptation.  

 Reason: transient activation of snapshot neurons by action stimuli.  

 Prediction of a new potentially more efficient adaptation stimulus for action-selective neurons. 
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Stability analysis for 2D neural field 

 Start from a simplified model without adaptation / noise; step threshold 1(u): 

 

 In moving coordinate system: equivalent kernel ws:   

 

 Reformulate dynamics using a level set approach using  

divergence theorem (Coombes et al. 2011) : 

 

 

 Dynamics of boundary of  

excited region (level set): 
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