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SUMMARY

The temporal cortex represents social stimuli, including bodies. We examine and compare the contributions
of dynamic and static features to the single-unit responses tomovingmonkey bodies in and between a patch
in the anterior dorsal bank of the superior temporal sulcus (dorsal patch [DP]) and patches in the anterior in-
ferotemporal cortex (ventral patch [VP]), using fMRI guidance in macaques. The response to dynamics varies
within both regions, being higher in DP. The dynamic body selectivity of VP neurons correlates with static
features derived from convolutional neural networks and motion. DP neurons’ dynamic body selectivity is
not predicted by static features but is dominated by motion. Whereas these data support the dominance
of motion in the newly proposed ‘‘dynamic social perception’’ stream, they challenge the traditional view
that distinguishes DP and VP processing in terms of motion versus static features, underscoring the role
of inferotemporal neurons in representing body dynamics.

INTRODUCTION

The visual processing of dynamic bodies is vital for reproduction,

survival, and social behavior, as it conveys information about ac-

tion and affect.1,2 Previous research in the macaque visual tem-

poral cortex found single cells selectively responding to

bodies.3,4 Using static images, monkey fMRI studies identified

body-category-selective patches (body patches) in the ventral

bank of the superior temporal sulcus (STS) and ventral to the

STS,3,5 both part of the inferotemporal (IT) cortex. Despite the

social relevance of moving bodies, their visual processing re-

mains poorly understood due to the focus on static images.3

Recently, employing fMRI to map patches that are activated

specifically by dynamic monkey bodies,6 we observed patches

in the dorsal-bank STS that were activated less by static images.

It has been proposed that the ventral visual stream, which

includes IT, can be distinguished not only from the dorsal (pa-

rietal) stream but also from a third stream that processes dy-

namic social information, accentuating motion.7 The latter

‘‘dynamic social perception’’ stream7 has been linked to the

human STS and likely corresponds to the dorsal bank/fundus

of the macaque STS. This proposal and our recent fMRI find-

ings6 underscore the importance of assessing and comparing

the contributions of dynamic and static features to body re-

sponses in and between IT and dorsal-bank STS, which is

the aim of this study.

Single-unit studies, recording randomly in the macaque STS,

showed responses to acting humans4,8–14 and ‘‘stick’’ figures.15

These studies suggested that some STS neurons respond to

motion or, at least, are sensitive to the image sequence, showing

less response to static images than to moving human bodies or

animated stick figures.8,15 Studies using moving stick fig-

ures15,16 observed motion- or sequence-sensitive neurons

mainly in the dorsal-bank STS, in agreement with older work

that demonstrated motion selectivity in the dorsal-bank

STS.17–19 However, selective responses to static stimuli have

also been observed in the dorsal-bank STS,11,14,15,20,21 raising

the question of how static and dynamic feature selectivity

interact in the dorsal-bank STS. Furthermore, the contribution

of motion to the responses of IT neurons to naturalistic body

stimuli is unclear. Neurons responding to a hand interacting

with an object were reported in the ventral middle STS,22 but ev-

idence for motion-related responses is lacking for other body

parts and in anterior IT. We6 found stronger fMRI activations

also in the ventral STS in response to dynamic naturalistic

body stimuli compared with static ones. These fMRI data raised

the possibility that body dynamics also contribute to the IT neu-

rons’ responses.

Here, we conducted a comparative study of single-unit re-

sponses between the dorsal bank/fundus of the STS and the re-

gions within and ventral to the ventral bank of the rostral STS, us-

ing video stimuli featuring moving monkeys. To increase the
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probability of finding neurons that responded to naturalistic

monkey videos, recordings were guided by fMRI mapping of dy-

namic body patches,6 targeting patches in the anterior IT (ventral

patch; VP) and the dorsal bank/fundus STS (dorsal patch; DP).

We selected anterior patches because these are supposed to

be related more to invariant perception than posterior patches.3

We compared their responses to static frames of the same

videos and to time-reversed versions of the videos, assessing

their motion or sequence sensitivity.

We assessed the contributions of motion and static features at

the population level in VP and DP using regression analysis. To

assess the contribution of motion, we related differences in mo-

tion among the body videos and the neural responses. To esti-

mate the contribution of static features to the body video re-

sponses, we related neural responses and convolutional neural

network (CNN) features. Recently, CNNs have emerged as

improved models of IT responses to static images.23–28 It is un-

clear whether CNNs canmodel the selectivity for dynamic stimuli

of STS neurons, particularly of DP neurons that may demon-

strate a strong motion-driven response.

Overall, we expected that the responses of DP neurons to dy-

namic bodies would be dominated by motion and, to a lesser

extent, by static features, while the VP responses would be

determined by their selectivity for static body features.

RESULTS

We targeted fMRI-defined rostral STS and IT body patches (Fig-

ure 1). The targeted IT body patches were either in the anterior

ventral STS (monkeys G and O; ASB in Bognár et al.6) or ventral

to the anterior STS (monkey N; AVB in Bognár et al.6). We will la-

bel neurons from both ventral IT patches as VP neurons. In the

main analyses, we pooled the data of both IT patches since re-

sults were similar for both patches (single-patch data are in the

supplemental figures). As dorsal STS region, we targeted in

two animals a body patch in the rostral dorsal bank/fundus of

the STS, and these neurons are labeled DP neurons. DP corre-

sponded to the most anterior patch in the medial upper bank/

fundus of the STS in the fMRI mapping (AMUB in Bognár

et al.6) of these two monkeys.

We selected neurons with a response to at least one body

video (STAR Methods). The majority of the neurons responded

on average stronger to the body videos than to the face and ob-

ject videos in VP and DP (Figures 2A and 2B). The body-category

selectivity was higher for VP neurons (median body-category-

selectivity index [BSI; STAR Methods]: VP, 0.39, n = 149; DP,

0.23, n = 175;Wilcoxon rank-sum test p = 4.043e�07; Figure 2C).

As reported earlier when targeting body patches,5,29,30 many

body-responsive neurons responded to some extent also to

faces or objects. The neurons encoded differences in body

shape and/or movement: they responded to some but not all

of the 20 body videos (Figure 2E), with the effective videos

differing among neurons. To quantify the (within-category)

body-video selectivity, we computed for each neuron the

Sparseness of the response to the 20 body videos (STAR

Methods). The Sparseness can range from 0 (equal response

to the body videos) to 1 (response to a single body video). The

median Sparseness was high in VP (median = 0.65) and DP

(median = 0.61), with no significant difference between regions

(Wilcoxon rank-sum test p = 0.556; Figure 2D). The sparse

body responses reduce the BSI, as demonstrated by the nega-

tive correlation between Sparseness and BSI (Spearman rank

r = �0.15, p = 0.009, n = 324). In the main analyses, we will

consider all body-responsive neurons, including the minority of

neurons with low BSI, because even the latter can encode dy-

namic bodies, irrespective of their response to non-body stimuli.

The VP population response was relatively constant during the

video, except for an initial onset response, whereas marked var-

iations in the DP population response were present during some

of the body videos (Figure S1). The latter might be related to dif-

ferences in body dynamics during the video.

Responses to body dynamics and static bodies
To assess whether the neurons’ responses were driven by mo-

tion (or a changing image sequence), we tested neurons in a

‘‘snapshot test’’ in which we presented an effective body video,

a time-reversed version of that video, and 10 snapshots of the

video. The effective body video (‘‘original video’’) was selected

based on the responses in the preceding test in which we pre-

sented the body videos. The snapshots were selected to be

representative of the variety of poses and viewpoints that

occurred during the video and were presented for 300 ms each

in random order with an interstimulus interval of at least 1000ms.

In both regions, some neurons responded with similar peak

firing rates to the original video and a snapshot (example VP neu-

rons in Figures 3A and 3C; example DP neurons in Figures 3D

and 3F). Other neurons failed to respond to the snapshots,

although they showed a sizable response when the correspond-

ing frame occurred in the video (example neurons in Figures 3B

[VP] and 3E [DP]). We quantified the difference in peak firing rate

between the video and the snapshots for each neuron by a snap-

shot index (SSI; STARMethods). A positive SSI corresponds to a

Figure 1. Targeted body patches

Top: dorsal-bank/fundus STS patches. Bottom: ventral-bank STS/IT patches.

Targeted patches are indicated by arrowheads. The fMRI activations (in yel-

low/red colors) were obtained with the contrast dynamic monkey bodies-dy-

namic objects, exclusively masked by dynamic monkey faces-dynamic ob-

jects. A t score of 4.9 corresponds to p < 0.05, family-wise error (FWE)

corrected.
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smaller response to the static snapshot than to the video,

whereas an SSI of zero corresponds to identical peak firing rates

for the video and the static presentations. Both regions showed a

wide range of SSI values, but the median SSI was higher for DP

than for VP (median SSI: VP, �0.01; DP, 0.18; Wilcoxon rank-

sum test p = 8.287e�06; Figure 4A; individual monkey and patch

data in Figure S2A1-2). This difference in SSI between regions re-

mained significant for neurons with BSI > 0.33 (Figure S2A3) and

when controlling for the BSI difference between regions

(ANCOVA with BSI as covariate: Table S1), in line with a stronger

contribution of motion to DP responses. However, we also

observed VP neurons that did not respond to static snapshots,

despite a strong response to the video that included the same

frames (Figure 3B). In fact, 11% of VP neurons had an

Figure 2. Stimulus selectivity of DP and VP

neurons

(A) Top: response matrix for 149 cells (rows) in VP

recorded from monkeys G, N, and O to videos

(columns) of bodies, faces, and objects (20 videos

per category). Bottom, bar plot of averaged

normalized responses.

(B) Top: response matrix for 175 cells and corre-

sponding averaged normalized population response

(bottom) in DP recorded from G and N. Net firing

rates were averaged across the video.

(C) Distribution of body-category-selectivity indices

(BSI) in VP and DP.

(D) Distribution of Sparseness in VP and DP.

(E) Average response as a function of the body video

rank (STAR Methods). Error bars represent 95%

confidence intervals of bootstrapped means (n =

1,000). A Friedman ANOVA showed a significant

effect of stimulus rank for each region. The number

of cells is indicated by n. See also Figure S1.

SSI > 0.50 (a 3-fold difference in response),

whereas the same held for 17% of the DP

neurons.

The majority of DP neurons showed a

response to static presentations, although

typically less than to the video. Ranking

(using leave-one-trial-out cross-validation)

of the snapshots based on the responses

of each snapshot-responsive DP neuron

(n = 124; STAR Methods) showed a

significant effect of snapshot rank on the

mean DP responses, showing selectivity

for still body images (Friedman ANOVA;

p = 5.239e�17; Figure 4D). The same

ranking analysis showed snapshot selec-

tivity for the snapshot-responsive VP neu-

rons (Friedman ANOVA; p = 3.000e�75,

n = 126; Figure 4D). The average response

to the most effective snapshot (rank 1) was

higher in VP than in DP (net average firing

rate (computed with a window of 400 ms)

of 17 versus 7 spikes/s), but the regions

did not differ in the temporal course of

the averaged responses to their most effective snapshot

(Figure 4E).

Sensitivity to time reversal of body movements
The time-reversed version of the original video allowed us to

assess the effect of frame sequence on the video responses. VP

and DP neurons showed a range of responses to the time-

reversed video. Some neurons responded with similar average

firing rates to the original and the time-reversed video

(Figures 3A [VP] and 3D and 3E [DP]). Other neurons showed a

marked difference in response between the two sequences

(Figures 3B and 3C [VP] and 3F [DP]). To quantify the difference

in response between the two sequences, we computed the video

reversal index (VRI; STARMethods). A VRI of zero indicates equal
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responses to both sequences, whereas a VRI of 1 indicates a

response to only one of the two sequences. The median VRI

was significantly larger for DP (0.317) than for VP neurons

(0.215; Wilcoxon rank-sum test; p = 3.061e�04; Figure 4B; indi-

vidual monkey and patch data in Figure S2B1-2). This difference

in VRI between the two regions remained significant for neurons

with BSI > 0.33 (Figure S2B3) and when controlling for BSI

(ANCOVA; Table S2), demonstrating a higher sequence sensitivity

in DP comparedwith VP neurons. However, we observed VP neu-

rons that responded to only one of the video sequences, although

these consisted of the same frames, the only difference being the

frameorder (Figure 3C). In fact, 21%of the VP (and 38%of theDP)

neurons had a VRI > 0.50, i.e., a 3-fold difference in response be-

tween the original and the time-reversed video. Furthermore, 41%

of the VP neurons showed a significant difference in response be-

tween the two sequences (Wilcoxon rank-sum test; p < 0.05).

Neurons of both regions with VRI of 1 showed an inhibitory

response to the non-preferred movement (Figure S2B4) without

an excitatory response to the video onset.

Relating responses to dynamic and static bodies
The VRI did not correlate with the SSI (Spearman correlation; DP,

r = 0.041, p = 0.61, n = 146; VP, r = 0.103, p = 0.21, n = 133; Fig-

ure 4C). Indeed, several neurons had a high VRI but were re-

sponding well to static snapshots (SSI close to 0; Figures 3C,

3F, and 4C). These neurons were sequence sensitive but did

not require motion to produce a response. This raises the ques-

tion of how the responses to the static images relate to the re-

sponses to these frames during the video. To assess this, we

selected those neurons that showed a significant excitatory

Figure 3. Responses to body video, its time reversal, and static snapshot presentations: Example neurons

Peristimulus Time Histograms (PSTHs) of (A–C) VP neurons and (D–F) DP neurons. The first row corresponds to the response to the original effective video, while

the second row corresponds to its time-reversed version. Rows 3–12 correspond to the ordered snapshots taken from the video. Horizontal bar below PSTH

indicates stimulus duration.

(A and D) Cells that show a response to an end segment of the original video and the corresponding last few snapshots. These neurons also responded to the first

segment of the time-reversed video.

(B and E) Cells that responded to the videos but not to the snapshot.

(C and F) Cells that responded to the original video and the snapshots but failed to respond to the time-reversed video. Bin width, 20 ms.
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response to at least one of the snapshots (split-plot ANOVA;

p < 0.05). Then, for each selected neuron, we computed the cor-

relation between the snapshot response and the response

following the same frame during the video (STAR Methods).

For the original video, the median correlation was 0.53 and

0.19 for the VP and DP neurons (Figure 4F), respectively,

both significantly greater than zero (Wilcoxon test; VP,

p = 3.449e�15; DP, p = 1.881e�06; individual monkey and patch

data in Figure S2C1-2) and significantly higher in VP compared

with DP (Wilcoxon rank-sum test; p = 1.226e�05; Figure 4F).

This difference between the regions was unrelated to regional

differences in BSI (Figure S2C3; ANCOVA; Table S3). This shows

that one can predict the responses to the video from static snap-

shot responses better for VP than for DP. For the time-reversed

video, the median correlation was 0.40 and 0.05 for VP and DP,

respectively, both significantly larger than zero (Wilcoxon test;

VP, p = 1.711e�10; DP, p = 0.0156; Figure 4F; individual monkey

and patch data in Figure S2D1-2).

Themedian correlations between the snapshot responses and

those for the time-reversed video were (marginally) significantly

Figure 4. Response to body videos, their time

reversal, and static snapshots: Population

response metrics

(A) Distribution of snapshot selectivity indices (SSIs)

for VP and DP. The p value is from a Wilcoxon rank-

sum test comparing VP and DP.

(B) Distribution of video reversal indices (VRIs).

Same conventions as in (A).

(C) Scatterplot of SSI and VRI. Round, cross, and

square markers correspond to monkeys G, N, and

O, respectively. Arrows at the right and top corre-

spond to the median VRI and SSI, respectively, for

DP (orange) and VP (green). Cells 1–6 correspond to

(A)–(F) of Figure 3.

(D) Average firing rate of the cells that had a signif-

icant response to a snapshot as a function of

snapshot rank (cross-validated). Error bars repre-

sent 95% confidence intervals of the mean (n =

1,000 resamplings; bootstrapping). The p-values

correspond to Friedman ANOVA.

(E) Population PSTH for all snapshots in VP and DP.

The bands indicate the 95% confidence interval (n =

1,000 resamplings).

(F) Scatterplot (with linear regression lines and 95%

confidence intervals) of the correlation coefficients

between the video and the snapshot responses

(STARMethods) for the original (ori. video) and time-

reversed videos (rev. video). Different marker types

represent different monkeys. The boxplots at the

right and top summarize the distribution of the

correlations for each region, and stars indicate sig-

nificant differences (Wilcoxon rank-sum test) be-

tween regions (****p < 0.0001; ***p < 0.001). See also

Figure S2.

lower than those for the original video

only for VP and not for DP (Wilcoxon

signed rank test; VP, p = 0.043; DP, p =

0.196; Bonferroni corrected p values).

Nonetheless, the correlations between

the responses to the snapshot and the frames in the original

video correlated with those computed for the reversed video

for VP neurons (Spearman r = 0.46, p = 5.437e�08, n = 125; sig-

nificant for neurons with BSI > 0.33; Figure S2D3). However, no

such correlation was present for the DP neurons (Spearman

r = �0.008, p = 0.927, n = 121; Figures 4F and S2E). This dem-

onstrates that the response to a frame of a video can depend on

the sequence in which that frame is presented, and this is to a

larger extent in DP than in VP. This is in line with the stronger

sequence sensitivity of DP neurons. In sum, for most VP neurons

that respond to static presentations, the selectivity for static im-

ages predicts the responses to those images when presented as

frames in a video. This holds less for DP neurons, showing a

weaker association between responses to static images and

videos.

Neural responses to dynamic bodies are predicted by
velocity pattern
Next, we examined to what extent the body video responses

can be explained by motion and static features. First, we
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computed a neural distance metric for all body video pairs,

based on the lock-step Euclidean distance (STAR Methods)

between the response trajectories to the videos in neural

space (Figure 5A). Each dimension of the neural space corre-

sponds to a neuron and each point in the neural space repre-

sents a response for a 20 ms bin and video. Note that the neu-

ral distance metric reflects the moment-by-moment difference

in neural response between videos, unlike a distance metric

computed on the responses averaged across the whole stim-

ulus duration.

To relate the neural distances to differences in motion

among the body videos, we computed two velocity-based

distance metrics: one in which we computed pairwise, pixel-

wise velocity differences between videos and a second in

which we computed pairwise differences between the fre-

quency distributions of the velocities. Unlike the first metric,

the velocity distribution metric does not consider the spatial

location of the velocity vectors but only their frequency distri-

bution per frame and hence is a position-invariant metric. To

compute the ‘‘velocity space’’ distances (metric 1), we defined

a velocity space in which the dimensions correspond to the

velocity component for a particular pixel in the horizontal or

vertical axis (Figure 5B). The velocity of each pixel per frame

(STAR Methods) corresponded to a point in velocity space.

Then, we computed the lock-step Euclidean distance for all

video pairs using the same procedure as for the neural re-

sponses, thus providing a velocity-based distance for all video

pairs. For the second metric, we computed the 2D frequency

distribution of velocity (direction and speed) per frame (Fig-

ure 5C; STAR Methods). Then, we computed the pairwise dis-

tance between the velocity distributions using the chi-squared

distance metric (Figure 5C; STAR Methods). We thresholded

the speed before computing the distances by requiring a min-

imum speed. The reported effects were quite robust with

respect to differences in threshold speed (Figure S3B), and

we report results with a threshold of 0.2 (arbitrary units). The

velocity-based distance metrics correlated to some extent

(Pearson r = 0.85; Figure S3A).

The neural distances for bodies correlated significantly with

both velocity-based distance metrics for the DP neurons

(Figures 5D and 5E; stimulus label permutation test31). The cor-

relation between the VP neural distances and the velocity space

distances was also significant (p = 0.022; Figure 5D), but the cor-

relation between the VP neural distances and the velocity distri-

butions failed to reach significance (p = 0.07; Figure 5E). The cor-

relations for both velocity-based distances were significantly

lower in VP than in DP (velocity space p = 3.600e�03; velocity

distribution p < 0.001; bootstrapping neurons [1,000 resam-

plings]; STAR Methods). This suggests that motion contributes

more to DP than to VP dynamic body responses. To assess

whether the speed distribution is sufficient to determine the neu-

ral distances, we binned the velocity vector magnitude (speed),

ignoring motion direction. The correlation of the pairwise speed

distribution and the neural distances was significant for DP,

although the correlation was lower than computed for both

speed and direction (Figure S3B), suggesting a contribution of

speed and, to a smaller extent, motion direction, to DP body

responses.

Figure 5. Correlation of velocity-based and

neural distances

(A) Illustration of neural response trajectories for a

pair of videos, depicted by red and green lines, in an

n-dimensional space spanned by responses of n

cells. The dots on the trajectories correspond to

responses in successive 20 ms bins, ranging from

bin 1 (b1) to bin 55 (b55) covering 1,100 ms (starting

60 ms after onset). The bidirectional arrow between

videos indicates the lock-step Euclidean distance

between the trajectories.

(B) Illustration of trajectories and distances of and

between a pair of videos in the n (number of pixels

per frame) 3 2 (x and y components of the velocity

per pixel) velocity space. The dots on the trajectories

represent the frames (3–60). Same conventions as in

(A).

(C) Illustration of the computation of the chi-squared

distance between the velocity distributions of a pair

of videos (red and green lines). Insets illustrate the

2D frequency distribution of velocity (speed and di-

rection) for frames 3 and 60, with frequency (number

of speed 3 direction combinations per bin) plotted

as a heatmap (hot color map).

(D) Scatterplot of velocity space and neural dis-

tances (190 video pairs) for each patch, and linear

regression lines with 95% confidence intervals.

Pearson r and p values (STARMethods) are given for

VP (green) and DP (orange).

(E) Scatterplot of velocity distribution distances and

neural distances. Same conventions as in (D). See

also Figure S3.
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Responses to dynamic bodies are predicted by CNN
shape features in VP but not DP
To assess the contribution of static features to dynamic body

responses, we presented the frames of the body videos to

CNNs: AlexNet,32 VGG16,33 ResNet50,34 and ResNet50_SIN.35

We employed networks pretrained in the classification of

ImageNet36 data (AlexNet, VGG-16, and ResNet50) and stylized

ImageNet35 (ResNet50_SIN) and untrained ones as control. We

computed for each video pair the lock-step Euclidean distance

in the space in which each dimension corresponds to a unit of

a layer (STAR Methods). We correlated the CNN-based dis-

tances for each layer with the neural distances. For VP neurons,

the correlations between neural and trained CNN feature dis-

tances increased with the layer, reaching significance for

AlexNet and ResNet50 (Figure 6A; stimulus label permutation

test). Correlations for the untrained AlexNet were smaller than

for the trained versions for the deeper layers. The correlations

between trained CNN-based distances and neural distances

did not differ significantly from zero for the DP neurons (Fig-

ure 6A). The correlations of CNN feature distances of layer 5

and the VP neural distances were larger than those for the DP

neural distances, the difference being significant for AlexNet

(bootstrapping neurons; p < 0.001). This provides some evi-

dence that VP responses to dynamic bodies are more related

to static features than DP responses.

Ventral middle STS body patch neurons preserve their selec-

tivity when static natural images are transformed into silhouettes,

indicating that shape features underlie their body selectivity.37

We measured the responses of 128 VP and 61 DP body-respon-

sive neurons to silhouette versions of the body videos. We pre-

sented to each neuron two silhouette videos, one corresponding

to the original video that produced the strongest response

(‘‘best’’) and a second one that corresponded to an original video

that produced no or a weak response (‘‘worst’’). We computed

for each neuron a best-worst preference index (BWPI), which

contrasted the responses to the best and worst silhouette video

(STAR Methods). The best and worst silhouette videos were

defined based on the responses to the original videos. A BWPI

of 1 indicates no excitatory response to the worst silhouette

video, while 0 corresponds to an equal response to the best

and worst silhouette videos. The median BWPI was high and

very similar for both regions (VPmedian 0.97; DP, 0.95;Wilcoxon

rank-sum test; p = 0.65; Figure 6B; single-patch data and for

neurons with BSI > 0.33; Figure S4B1-2). Hence, the body-video

selectivity was preserved for silhouette versions in both regions.

The preserved selectivity for silhouettes raised the question of

whether the neural responses for the original body videos corre-

late with CNN responses to the silhouettes. Hence, we employed

the same procedure as above to compute pairwise distances

between the silhouette videos for each CNN layer and correlated

these with the neural distances of VP and DP neurons for the

original videos. The correlations of the VP distances with the

silhouette feature distances were higher than those for the orig-

inal videos (Figure 6A), despite the fact that we correlated CNN

activations to silhouettes and neural responses to the grayscale

videos. The CNNs that did not have a significant correlation be-

tween CNN and neural distance for the original videos showed

significant correlations for the deeper layers when silhouette

Figure 6. Correlations between CNN feature

distances and neural distances

(A) The first row corresponds to correlations for the

original videos with shaded, textured bodies

(Norm.). The second row corresponds to correla-

tions of the neural distances for the original videos

with the CNN-feature distances for silhouette

videos. A solid line corresponds to a trained

network, while a dashed line corresponds to an

untrained network. Solid markers depict a signifi-

cant correlation (p < 0.05; Bonferroni corrected). For

the definition of the layers, see STAR Methods. The

correlations are plotted for VP and DP separately.

Scatterplots are shown in Figure S4A1-2.

(B) Distribution of best-worst preference index

(BWPI) for responses to silhouette videos for VP and

DP. The p value corresponds to a Wilcoxon rank-

sum test.

(C) Summary plot of the correlations between the

neural and the velocity-based distances (dashed

lines) and between neural and CNN layer 5 static

features distances (computed for silhouettes;

colored lines). Solid markers correspond to signifi-

cant (p < 0.05) values. Correlations are shown for VP

and DP.

(D) Plots as in (C) for cells with a Sparseness below

(Low Spars.) or above (High Spars.) the median

Sparseness. See also Figures S4–S6.
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videos were used as input. The silhouette video distances of the

deeper layers of the untrained CNNs also correlated significantly

with the VP distances, although they were lower than for the

trained CNNs. A parsimonious explanation for the increased cor-

relations of VP and CNN silhouette responses is that VP neurons

respond primarily to shape features that are preserved when

transforming grayscale images to silhouettes. The DP responses

did not show significant correlations with CNN silhouette fea-

tures. Furthermore, for layer 5 of each CNN, the correlation of

CNN silhouette feature distances and VP neural distances was

significantly larger than those for DP (AlexNet, p = 0.012;

VGG16, p < 0.001; ResNet50, p = 2.000e�03; ResNet50_SIN,

p = 8.000e�03; bootstrapping neurons). This suggests that the

DP responses to dynamic bodies are mainly driven by motion,

whereas the VP responses are driven more by spatial features.

The dissociation of the contribution of motion versus static fea-

tures to DP and VP dynamic body responses is summarized in

Figure 6C. The differences between VP andDP in the correlations

between the neural distances and the velocity-based/static CNN

distances remained after equating the BSI distribution of VP and

DP neurons (Figure S4D1-2) and thus did not result from DP neu-

rons having a lower average BSI. Also, trends were similar when

comparing ASB with DP neurons (Figure S4D3).

Further analysis showed that the correlation between velocity

space distances and neural distances was significant only for VP

neurons with a Sparseness lower than the median of the popula-

tion of neurons (Figures 6D and S4C). This effect of Sparseness

on the contribution of motion to the neural distances was inten-

sified for VP neurons with BSI > 0.33 (Figure S4C). The correla-

tions between neural distances and velocity-based metrics

were significant and similar for high- and low-sparseness DP

neurons (Figures 6D and S4C). The low, non-significant correla-

tions between velocity and distances for the high-sparseness VP

neurons could be because, for those neurons, the response dif-

ferences among the bodies were strongly driven by static fea-

tures. This aligns with the significant correlations between the

static feature and the high-sparseness VP distances for all net-

works (and neurons with BSI > 0.33), whereas the correlation

for the static feature distances was significant only for one

network for the low-sparseness neurons (Figures 6D and S4C).

Alternatively, high-sparseness VP neurons may show motion

pattern selectivity that is not captured by our velocity-based

metrics. Notably, motion sensitivity as such, as measured by

SSI and VRI, did not decrease with Sparseness (correlation be-

tween sparseness and SSI, Spearman r = 0.18 (p = 0.04), and

VRI, r = 0.05 [p = 0.57]).

To assess whether motion and static features explain a com-

mon portion of the response variance of VP neurons, we em-

ployed commonality analysis (STAR Methods). This was done

for the layer 5 distances of each CNN (silhouettes as input) and

the velocity distribution-based distances (Figure 7A). Multiple

regression produced significant correlations when using as pre-

dictors the CNN feature and the velocity distribution-based dis-

tances (stars in Figure 7A). For VP, the velocity distribution and

layer 5 feature-based distances explained each a unique part

of the neural distances (the slight negative commonalities for

some networks reflect small negative correlations between the

velocity- and the feature-based distances). For DP, only the ve-

locity distribution-based distances explained a unique variance

component of the neural distances.

We hypothesized that neurons that respond more strongly to

videos than static images and neurons that are sensitive to time

reversal of videos rely more on motion features than those that

are insensitive to time reversal. Thus, we distinguished ‘‘static’’

neurons with SSI and VRI < 0.2, and ‘‘motion’’ neurons with SSI

or VRI > 0.2 (stippled lines in Figure 5C). The commonality anal-

ysis showed a stronger contribution of the velocity-based than

the CNN-feature distances for the ‘‘motion’’ VP neurons, while

the opposite was the case for the ‘‘static’’ VP neurons (Figure 7B).

For DP, there was a reduction of the contribution of motion for the

‘‘static’’ compared with the ‘‘motion’’ neurons, but this could be

due to the smaller number of ‘‘static’’ DP neurons. Even for the

‘‘static’’ DP neurons, the CNN-feature distances showed little or

no correlation with neural distances (Figure 7B).

Correlating neural distances with a spatiotemporal
network
Earlier, to assess the contribution of static features, we corre-

lated neural responses with activations of CNNs pretrained

with static images, which included animals (ImageNet). We

compared the neural distances also with distances computed

from spatiotemporal network units pretrained to recognize hu-

man action videos (X3D38; STAR Methods), encoding sequence

information. The significant correlations between the VP neural

and the X3D distances increased with layer, yielding slightly

larger values than the ‘‘static’’ CNNs. Although X3D-DP correla-

tions were higher than ‘‘static’’ CNN-DP correlations, none

reached significance (Figure S5).

DISCUSSION

We showed that some anterior ventral STS/IT (VP) neurons

required motion to respond to a monkey body, while others re-

sponded to static bodies but were highly selective for the tempo-

ral sequence of images in a video of an acting monkey. Hence,

the response of some VP neurons to body actions cannot be

solely predicted from their selectivity to static images. In addi-

tion, other VP neurons responded equally to static presentations

of bodies and the same frames during a video, and their

response during the video could be predicted by their static im-

age selectivity. Dorsal-bank STS (DP) neurons exhibited a stron-

ger effect of motion and stronger sequence sensitivity than VP

neurons. A population analysis showed that the dynamic body

responses of DP neurons could be predicted from the velocity

distributions present in the videos, but not from static CNN-

based features. In contrast, the responses of VP neurons to

the body videos were predicted by both static CNN features

and velocity differences.

Our findings suggest a revision of the traditional view that dis-

tinguishes dorsal and ventral STS processing in terms of motion

versus static features. First, we found that DP neurons, although

dominated by motion, can respond to static stimuli. However,

their response to dynamic bodies is not well predicted by the

response to the same images presented statically. Second, the

responses of VP neurons to dynamic bodies can be driven by

motion and static shape features. Overall, our study highlights

8 Cell Reports 42, 113438, December 26, 2023

Article
ll

OPEN ACCESS



the diversity of the neural mechanisms involved in the processing

of body movements and points toward the need for a more

nuanced understanding of how ventral and dorsal STS neurons

contribute to this process.

A recent study that recorded face-selective neurons in a dor-

sal STS face patch also suggested a strong contribution of mo-

tion to responses to dynamic faces.39 However, they did not

examine responses to dynamic faces in IT face patches.

Furthermore, our study shows that the correlation between

neural and velocity-based distances is not determined merely

by differences in motion energy because neurons responded

differently to videos and their time-reversed versions with the

same motion energy.

The two velocity-based distance metrics yielded similar re-

sults, although the velocity distribution distances tended to

show lower correlations than the velocity space distances for

VP but not DP. One possible explanation is that VP neurons,

especially those with a high sparseness, might bemore sensitive

to the spatial layout of themotion pattern, which is reduced in the

velocity distribution, but this requires direct testing.

We believe the responses of the DP neurons to dynamic

bodies could not be predicted by static CNN features because

the responses to the body videos were strongly dominated by

motion. At the single neuron level, we found a correlation be-

tween the selectivity for static presentations of body images

and the responses to the same frames during the video, but

these correlations were low and depended strongly on the

Figure 7. Commonality analysis: Contribution

of motion and static features to the neural re-

sponses in DP and VP

(A) Each column shows the unique explained vari-

ance by motion (red) and static features (blue) for

layer 5. The common explained variance is in green.

Stars indicate a significant multiple regression cor-

relation coefficient for the region and network (per-

mutation test; STAR Methods).

(B) Commonality analysis plots for the ‘‘motion’’ and

‘‘static’’ cells. Same conventions as (A).

frame sequence. This agrees with the sug-

gestion that DP neurons are strongly

driven by the motion component in the

videos and that the motion response over-

rides their static feature selectivity.

The most effective stimuli of the DP neu-

rons were threatening actions directed to-

ward the observer (Video S1). Such threat-

ening displays, which are important in the

social life of monkeys, include jerky move-

ments that drive the DP neurons effectively.

In contrast, socially neutral actions such as

walking and grasping elicited smaller re-

sponses. This highlights the potential impor-

tance of threat-related stimuli in driving the

response of dorsal-bank STS neurons, sug-

gesting that they may play a role in the

detection of potential threats. This supports

the proposal that the dorsal STS functions as a ‘‘dynamic social

stream.’’7

VP neurons did not merely respond to the momentary body

shape in dynamic displays. First, some VP neurons weakly re-

sponded to static bodies while responding strongly to the

same frames in the context of the video. Second, some VP neu-

rons were highly sensitive to the frame sequence. This sequence

sensitivity was even present for neurons that responded to static

presentations of the frames. Third, our population response

analysis showed that velocity-based distances correlate with

VP neural distances, suggesting the presence of motion informa-

tion in anterior IT.

Russ et al. suggested that ventral face patch AM responses to

5-min-long videos differ from those to static presentations or

short dynamic snippets.40 However, the AM experiments did

not control for eye fixation differences between these conditions,

whichmakes the AM responses difficult to relate to dynamics per

se. It is unlikely that the same mechanisms underlie the putative

sequence effects during a long movie in AM40 and the sequence

sensitivity we observed in VP, because our movies were only 1 s

long, and the dynamics we examined occurred at a shorter time

scale.

Selectivity for motion-defined shapes has been reported in

ventral stream areas V441 and IT,42 but in those studies, motion

served as a segmentation cue. Long-range motion direction

selectivity has been demonstrated in V443 andmay have contrib-

uted to the sequence sensitivity observed here in VP and DP.
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Apart from short- and long-rangemotion, other mechanisms can

contribute to the sequence sensitivity in VP and DP. One candi-

date is adaptation, which is prevalent in IT.44 Adaptation can

induce differences in response depending on the sequence in

which effective and ineffective frames are presented, but cannot

explain the strong sequence sensitivity in which no excitatory

response was present for the time-reversed video. Another

candidate mechanism is expectation suppression, in which re-

sponses to expected stimuli are reduced compared with unex-

pected stimuli.45,46 Such a mechanism predicts a stronger

response to the unexpected, less familiar, time-reversed videos

than to the familiar original videos. However, this is opposite to

the typical stronger response to the original than to the time-

reversed video. A thirdmechanism is suggested by the observed

association of strong sequence sensitivity and inhibition for the

ineffective sequence. This is in line with models2 that propose

that sequence-selective neurons have asymmetric lateral con-

nections with other neurons that encode individual snapshots

from the motion sequence. Neurons that encode a sequence

will receive excitatory input from neurons that encode the pre-

ceding snapshot of the sequence, but inhibitory input from neu-

rons that encode the preceding snapshot of the time-reversed

sequence. The VP neurons that encode snapshots can

contribute to the sequence sensitivity observed in other VP neu-

rons through such a network mechanism. Other mechanisms

involving recurrent processing within temporal cortex or feed-

back from other regions, e.g., prefrontal cortex,47 may underlie

the sequence sensitivity. Also, the sequence sensitivity may

have been inherited frommiddle STS body-responsive regions.3

Although some VP neurons showed sequence-related re-

sponses, the responses of many VP neurons to the videos

were well predicted by their selectivity for static frames. Previous

studies with static images showed a correlation between deep-

layer CNN features and IT responses.23–28 Here, we show that

the correlation between CNN features and VP neurons extends

to dynamic body stimuli. Interestingly, the correlation between

CNN features and VP responses was stronger when silhouettes

served as input to the CNN. This can be related to our observa-

tion that VP neurons keep their selectivity when the video is

reduced to its silhouette version, suggesting that VP responds

primarily to shape features. We speculate that the original im-

ages produce strong texture-driven responses in the CNN units,

which reduced the correlations with the shape-driven neural re-

sponses. When using silhouettes as input to the CNN, its units

will be driven by shape instead of by the absent texture features,

enhancing the correlation between CNN unit activations and the

shape-driven VP responses. The higher correlation with silhou-

ette input was also present for ResNet-50-SIN,35 which was

trained on images in which the original texture of a shape was re-

placed by random textures, forcing the network to utilize shape

for categorization. This suggests that this network still contains

units that are texture selective.

We correlated the body responses with a spatiotemporal

network pretrained for human action recognition, which produced

numerically somewhat higher correlations compared with the

‘‘static’’ CNNs for both regions. Adding temporal information to

the CNN did not produce a significant increase in correlations

for DP, which was unexpected, because other analyses showed

thatmotiondominated the responses ofDPneurons to the videos.

However, this might be due to the peculiarities of the employed

CNN. Investigating spatiotemporal networks as a model for tem-

poral cortical processing holds promise for future research.

We showed that, whereas the body responses of DP neurons

are well predicted by velocity patterns, this is less the case for VP

neurons, which are driven more, but not exclusively, by static

shape features. The commonality analysis showed that velocity

and shape features explain non-overlapping portions of the

response variance of the VP neurons. Moreover, VP neurons

that responded equally well to static and dynamic stimuli and/

or showed low or no sequence sensitivity have a relatively stron-

ger contribution of static features than neurons that respond

more to the dynamics, suggesting that anterior IT contains a het-

erogeneous population of neurons that vary in their motion

versus shape processing.

Limitations of the study
The response selectivity of DP neurons for dynamic bodies was

not correlated with CNN features. Since we did not examine DP

responses to a wide range of static stimuli, we do not know

whether the static feature selectivity of DP neurons relates to

CNN features or is fundamentally different from IT. Although

the DP region corresponded to the most anterior dorsomedial

STS fMRI-defined body patch, it was posterior to the VP. It is un-

likely that the differences in response properties between DP

and VP are related to their anterior-posterior locations, as DP’s

motion sensitivity is in line with prior dorsal-bank STS

studies8–10,4,11–15. Future studies should examine dynamic

body responses in more posterior ventral and dorsal STS re-

gions. Because we targeted a limited number of patches, we

do not know whether our data generalize to neurons outside

the recorded regions in IT and dorsal STS. Examining the relation

between responses and neural networks trained on video data

for monkey action recognition could offer valuable insights, but

this falls beyond the scope of our study.
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EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Subjects and surgery
Three male rhesus monkeys (Macaca mulatta; 5-6 years old) served as subjects. The monkeys were housed in pairs or triplets. The

monkeys were implanted with a plastic headpost, using ceramic screws and dental cement following standard aseptic procedures

and full anesthesia. They were trained to fixate continuously on a small target point for juice rewards. After the fMRI scanning, we

implanted a custom-made plastic recording chamber, allowing a dorsal approach to temporal body patches. In each animal, the

location of the recording chamber was guided by the fMRI body localizer. Animal care and experimental procedures complied

with the regional (Flanders) and European guidelines and were approved by the local Animal Ethical Committee.

METHOD DETAILS

Stimuli
Main stimuli

We employed 60 achromatic videos: 20 dynamic body videos, 20 dynamic objects, and 20 dynamic faces. These stimuli were iden-

tical to those employed by6 in the fMRImapping, except for their somewhat smaller size (5 instead of 6 deg), and are described in that

paper. The duration of each video was 1 sec. The dynamic body videos show a rhesus monkey performing different natural actions
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like grasping, picking, turning, walking, threatening, throwing, wiping, and initiating jumping. The face of the monkey was blurred,

making its facial expression and identity unrecognizable. The translational component of the movement of the monkey across the

display, when present (e.g. during walking), was removed and the monkey’s body was centered. The 20 face videos included 12

movies of monkey faces that showed frontal face movements such as chewing, lip-smacking, fear grin, and threat. The other 8

face videos showed a moving monkey head with visible facial features, e.g. a head rotating from a frontal to a profile view. The 20

object movies included computer-rendered objects that depicted movement, e.g. an object with its parts making non-rigid move-

ments, a rotating airplane, and cars with different motion patterns (e.g. rocking or ‘‘jumping’’). For each category, the maximal extent

of the centered moving stimuli fitted a 5 by 5 deg square for the singe-unit recordings. All movies were rendered with a 60 Hz frame

rate. Bodies, faces, and objects were presented on top of a dynamic white noise background (size = 11 deg). The gray level of each

noise background pixel was randomly sampled from a uniform distribution at a rate of 30 Hz.

In the fMRI mapping design (see below), we included also mosaic-scrambled videos, as described in6. These scrambled condi-

tions were not employed to define the body patches in the present study and were not presented in the single-unit study.

Silhouette stimuli

For each body video, we prepared a silhouette version in which the pixels corresponding to the monkey were rendered black. Thus,

the overall motion and shape of themonkey were preserved while the inner features of the body, its texture, and shading pattern were

eliminated.

Snapshot stimuli

For each body video, we selected 10 frames, including the white noise background, that sampled different postures and views of the

body during the video. Note that we sampled frames of some of the videos at an irregular temporal interval to ensure that we obtained

a representative sample of the variety of postures and views present in a video and that the same posture was not presented more

than once.

fMRI body patch localizer
Body patches activated by dynamic bodies were localized with fMRI preceding the recordings. The scanning procedure and details

of the fMRI data analysis have been described in6 and will be summarized here briefly.

During scanning, the monkeys sat in a horizontal sphinx position with their heads fixed in an MRI-compatible chair. The chair was

positioned in front of a translucent screen on which the stimuli were projected. Eye position was monitored (120 Hz; Iscan) and the

animals were performing a fixation task during scanning for a juice reward. The monkeys were scanned with a 3T Siemens Trio scan-

ner following standard procedures48;49,50. We obtained high-resolution anatomical MRI images for each monkey in a separate ses-

sion. To increase the signal-to-noise ratio51, we injected intravenously the contrast agent Monocrystalline Iron Oxide Nanoparticle

(MION) in each daily scanning session.

To localize body patches, we employed a block design: the 1-sec videos (n = 20) of a category were presented in a block back to

back in random order. A run consisted of 7 conditions, each repeated twice using a palindromic sequence. The 7 conditions were: (1)

a baseline fixation block in which the fixation target (size = 0.2 deg) was shown together with a dynamic white noise background, (2)

moving bodies, (3) moving faces, (4) moving objects, (5) mosaic-scrambled moving bodies, (6) mosaic-scrambled moving faces, and

(7) mosaic-scrambledmoving objects. The order of the blocks was randomized across runs with a balanced Latin square design. The

maximal extent of the stimuli was 6 by 6 deg. We used only runs in which the monkeys were fixating (fixation window size 2-3 deg) at

least 90% of the run (monkey O: 38, N: 39, G: 32 valid runs). They were analyzed with a general linear model with 7 regressors (6

stimulus conditions + baseline fixation condition), plus 9 additional head-motion and eye-movement regressors per run (see for

more details:6). We employed the following contrast to identify the body patches for the single-unit recordings: moving bodies –mov-

ing objects (threshold Family-wise error (FWE) rate corrected; p < 0.05), exclusively masked with moving faces – moving objects

(p < 0.001; uncorrected). The resulting t-maps of each monkey were co-registered to their anatomical MRIs so that the body patches

could be identified in each monkey’s native space.

Single-unit recordings
Single-unit recordings were performed with epoxylite-insulated tungsten microelectrodes (FHC), with an impedance of around 1

MOhm, using techniques as described previously29. Briefly, the electrode was lowered with a Narishige microdrive into the brain us-

ing a stainless-steel guide tube that was fixed in a custom-made grid that was positioned within the recording chamber. After ampli-

fication and bandpass filtering, spikes of a single unit were isolated online using a custom amplitude- and time-based discriminator.

The position of one eye was continuously tracked using an infrared video-based tracking system (SR Research EyeLink). Stimuli

were displayed on an LCD (Iiyama; 2560 x 1440 screen resolution; 1 ms GtG) at a distance of 57 cm from the monkey’s eyes. The on-

and offset of the stimuli was signaled by a photodiode detecting luminance changes of a small square in the corner of the display (but

invisible to the animal), placed in the same frame as the stimulus events. A Digital Signal Processing-based computer system devel-

oped in-house controlled stimulus presentation, event timing, and juice delivery while sampling the photodiode signal, vertical and

horizontal eye positions, spikes, and behavioral events. Time stamps of the recorded spikes, eye positions, stimulus, and behavioral

events were stored for offline analyses.

In each monkey, the recording grid locations were defined so that the electrode targeted the selected body patches. Before the

recordings, we performed a structural MRI in each monkey (3T Siemens Trio; Magnetization-Prepared Rapid Acquisition with

14 Cell Reports 42, 113438, December 26, 2023

Article
ll

OPEN ACCESS



Gradient Echo (MPRAGE) sequence; 0.6 mm resolution) and visualized long glass capillaries filled with the MRI opaque copper sul-

fate (CuSO4) that were inserted into the recording chamber grid (until the dura) at 5 positions. In addition, the recording chamber was

filled with a Gadoteric Acid (Dotarem) solution to visualize the borders and orientation of the recording chamber. The functional maps

of each monkey were co-registered to this structural MRI, using SPM12, and the co-registration was verified by visual examination.

We could visualize guide tube tracks on structural MRIs taken after the recordings, showing that we targeted within the coronal and

sagittal plane the selected body patches (Figure 1). The ventral-dorsal location of the recordings was verified in each recording ses-

sion using the transitions of white and gray matter and the silence marking the sulcus between the banks of the STS.

Tests
The monkeys were performing a passive fixation task during stimulus presentation. They were rewarded with apple juice to fixate a

small fixation target (size: 0.17 deg). Juice rewards were given with a fixed interval, that was titrated for each monkey, as long as the

monkeys were maintaining fixation within a window of 2 by 2 deg. We examined the responses of each neuron in a ‘‘Search test’’ in

which we presented the 20 body videos, 20 face videos, and 20 object videos in a pseudo-random order. Fixation was required in a

period from 200ms pre-stimulus to 200ms post-stimulus onset, including the 1000ms long stimulus presentation. A trial was aborted

when the monkey interrupted fixation in this interval. In the pseudo-randomization procedure, all 60 videos were presented randomly

interleaved in blocks of 60 unaborted trials. Aborted stimulus presentations were repeated within the same block in a subsequent

randomly chosen trial. Neural responses of aborted trials were not analyzed. All neurons were tested with at least 3 unaborted trials

per stimulus, with the large majority of neurons (90% and 93% of VP and DP neurons, respectively) tested with 5 unaborted presen-

tations of each video. During the pre-stimulus period, a static white noise background pattern (size = 11 deg), randomly chosen from

10 patterns, was presented on top of a uniform gray background that filled the display. After the stimulus offset, only the gray back-

ground was present.

Based on the responses obtained in the Search test, we selected a body video that elicited the highest response (‘‘best’’) and a

body video to which the neuron did not respond (‘‘worst’’). These stimuli were employed in subsequent tests. In the Snapshot

test, we presented the best body video, its time-reversed version, and 10 snapshots of this video. The duration of the snapshot pre-

sentation was 300ms. The pre- and post-stimulus intervals were 500ms, yielding an interstimulus interval of at least 1000ms. During

the pre-stimulus period, a static white noise backgroundwas presented. The 12 stimuli were shown randomly interleaved in blocks of

12 trials during fixation, using the same presentation schedule (except for the timings) as in the Search task. The test consisted of at

least 10 unaborted presentations of each stimulus.

In another test, we presented the silhouette versions of the best and worst body video (selected in the preceding Search test for

each neuron), together with other 16 silhouette videos that are not the subject of the present paper andwill not be described here. The

18 videos were presented in random order using the pre- and post-stimulus time intervals as for the Snapshot test in blocks of 18

trials each. The test consisted of at least 10 unaborted presentations of each video. We tested also 30 neurons using silhouette ver-

sions of the best video, its time-reversed video, and the 10 corresponding snapshots with the Snapshot test.

Data analysis
Responsiveness and selectivity

We conducted for each neuron a split-plot ANOVA to select neurons that responded significantly to at least one of the body videos in

the Search test. For each unaborted trial, the baseline mean firing rate was computed from�200 to 0 ms and the mean firing rate for

the stimulus was computed from 60 to 1160 ms, with 0 representing stimulus onset. The baseline versus stimulus response was

considered as a repeated-measure within-trial factor, and the 20 body videos as a between-trial factor. Cells with a significant

main effect for the baseline versus stimulus activity factor (p < 0.05) or a significant interaction between the two factors (p < 0.05)

were selected for further analysis. All neurons in the reported sample (n = 149 and 175 in VP and DP, respectively) had significant

responses according to the ANOVA and an excitatory net response to at least one body stimulus.

We evaluated the significance of the responses of each neuron tested in the Snapshot test using a split-plot ANOVA.We computed

the mean baseline and stimulus-induced firing rate for each unaborted trial of the 12 conditions. The baseline time window ranged

from -200 to 0 ms, whereas for the stimulus-induced response, we employed a window of 60 to 1160 ms for the 2 videos and 60 to

460 ms for the 10 snapshot presentations. We employed the same ANOVA design and selection criteria as described above for the

Search test. The responses in the Snapshot test were analyzed further only for the neurons that showed a significant and excitatory

response in that test (n = 133 and 146 for VP and DP, respectively; for 8 and 22 neurons in VP and DP, respectively, the Snapshot test

employed silhouettes).

Body-category selectivity index

For each responsive neuron, we compute the Body-category Selectivity Index (BSI), as follows:

BSI =
Rb � Rnb

jRbj+jRnbj;Rnb =
Rf+Ro

2

Where, Rb, Rf and Ro are the mean net firing rates to the body, face, and object videos, respectively, obtained in the Search test.

The mean net firing rate was computed by subtracting the baseline firing rate from the firing rate in the response window (same win-

dows as for the ANOVA; see above), averaged across trials per stimulus.
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In some analyses, we selected only neurons with a BSI > 0.33, i.e. a twofold greater mean response to bodies compared to the

mean response for objects and faces. In another analysis (Figure S4D1-2), we equated the frequency distribution of DP and VP neu-

rons, as follows. First, a histogram of the distribution of BSI (bin width = 0.07; 20 bins from minimum to maximum of the BSI) was

created for both VP and DP. Then, the minimum cell count within each bin was determined by comparing the distributions of VP

and DP. To equate the distribution, the surplus cells present in either VP or DP were then eliminated randomly, ensuring that the

cell count matched the minimum count for that specific bin. This process resulted in populations of cells having BSI-equated distri-

butions for VP and DP (Figure S4D1).

Sparseness

The Sparseness of the response to the 20 body videos of each neuron was calculated as:

Sparseness =

�
1 � CriD

2

Cr2i D

�

1 � 1

20

Where C:D denotes the average and ri is the net response of the i th body stimulus. The net firing rate was computed by subtracting

the baseline firing rate from the firing rate in the response window (same windows as for the ANOVA; see above), averaged across

trials per stimulus. Negative net responses were clipped to zero, as described before52,53. The Sparseness can range from 0 (equal

response to the 20 body videos) to 1 (response to a single body video).

In some analyses, we split the neurons of each region into two groups: neuronswith a Sparseness below (low- sparseness neurons)

and above (high-sparseness neurons) the median of the Sparseness of the population of the neurons of both regions (VP + DP).

Selectivity for body videos and snapshots

To assess the (within-category) body-video selectivity of the responsive neurons in the Search test, we ranked for each neuron,

tested with 5 unaborted trials per video, the body videos based on the net responses averaged across 4 trials per video (employing

the same analysis windows as for the ANOVA). Then, the net responses of the left-out trial were stored as a function of the stimulus

rank based on the four trials. This was done for each of the 5 possible groups of 4 trials, and the net responses for the left-out trials

were averaged as a function of stimulus rank. We assessed the significance of the difference among the cross-validated ranked re-

sponses using a Friedman ANOVA for the DP and VP samples of neurons separately. The mean responses of the left-out trials were

averaged across neurons and a 95% confidence interval of the averaged response was computed by bootstrapping neurons (1000

resamplings; percentile method). The same leave-one-trial-out cross-validation procedure was employed to assess the selectivity of

the neurons for the 10 snapshots presented in the Snapshot test (using 10 times the responses averaged across 9 trials per snapshot

for ranking). This was done only for neurons that responded significantly to a snapshot (Split-Plot ANOVA; 10 stimulus conditions;

same windows and criteria as above).

Snapshot Selectivity Index

We compared the peak firing rate to the individual snapshots with the peak firing rate during the presentation of the body video that

included these snapshots. Because the responses of the neurons could vary strongly during the video (e.g. Figure 3), averaging a

response across the full video duration can underestimate the response to specific video segments. To avoid any such underesti-

mation of the neural response to the video, we used peak firing rate instead of average firing rate as the response measure when

comparing the responses of the video and snapshot presentations (same procedure as15,16). To compute the peak firing rates,

we first convolved the spiking activity, averaged across trials for the same stimulus, with a Gaussian filter with a standard deviation

of 25 ms. Then, we computed the net firing rate of the thus smoothed response to the stimulus by subtracting the smoothed baseline

response. The Snapshot Selectivity Index (SSI) was computed as:

SSI =
PRvs � PRss

jPRvsj+jPRssj
where PRvs and PRfs are the peak firing rate of the smoothed responses to the body video and the maximum peak firing rate across

the ten snapshots, respectively. The response windows to find the peak firing rate for the video and snapshot stimuli were the same

as those employed for the ANOVA-based significance testing.

Video Reversal Index

To quantify a cell’s sensitivity to the difference between the original video and its time-reversed version, we computed:

VS =
Rov � Rrv

jRovj+jRrvj
whereRov andRrv are themean net responses to the original and time-reversed video, respectively, using the same analysis windows

to compute themean firing rate as for the ANOVA significance testing. Since the neurons differed in their preference for one of the two

videos, we defined the VideoReversal Index as VRI = jVSj. A VRI value of 0 corresponds to no preference for the original over the time-

reversed video, while a value of 1 indicates a response to only one of the two videos.

The difference between VP and DP was also significant for VS (VP: median = -0.03 (1st quartile = -0.21; 3rd quartile = 0.20);

DP = 0.17 (-0.13; 0.60); Wilcoxon rank sum test p = 0.002).
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Correlation between responses to the snapshots and the corresponding frames during the video

We computed the correlation between the response to each of the 10 snapshots and the corresponding frames when these were

presented in the video. We computed the net average firing rate of each neuron to each snapshot and corresponding frame in the

video in a 140 ms window. We determined when each neuron had its highest firing rate in response to the snapshots and used

that to set the timing of the 140 ms window. To obtain this estimate of the response latency for each neuron, we averaged the net

firing rate in bins of 20 ms across all 10 snapshots and identified the bin with the highest firing rate. We then used the 140 ms window

around that bin to capture the neuron’s response. If the window started earlier than 60 ms after the snapshot onset, the beginning of

the 140ms longwindowwas set to 60ms to avoid taking spikes that could not have been evoked by the snapshot or frame. Using this

response window, defined per neuron, we extracted the net firing rates for the individual snapshots and the corresponding frames in

the video. The Pearson correlation coefficient between the vectors (of size 10) of the responses for the snapshots and the corre-

sponding video frames was then computed for each neuron. In some cases, a portion of the response window for a video frame

fell outside of the 1160 ms long interval of responses available for the video. The responses for the snapshots/frames of those cases

were removed from the vector before computing the correlation. The correlation between the responses to the snapshots and the

corresponding frames during the video was computed only for those neurons that showed a statistically significant response to at

least one of the 10 snapshots, which was assessed with a split-plot ANOVA.

CNN modeling: Networks trained with static images

We employed four instances of three distinct CNN architectures, namely AlexNet, VGG16, and ResNet50, along with an additional

ResNet50 architecture trained on stylized ImageNet (SIN) called ResNet50_SIN. As a control, we also included an untrained version

of these networks. The weights for AlexNet (AlexNet_Weights.IMAGENET1K_V1), VGG-16 (VGG16_Weights.IMAGENET1K_V1),

ResNet50 (ResNet50_Weights.IMAGENET1K_V1), and the untrained version were imported from TorchVision in PyTorch. The

random weights in the untrained networks of PyTorch were drawn from a Gaussian distribution, except for the weights from

AlexNet, which were drawn from a uniform distribution.

To examine the responses of CNN units, we presented frames from the body videos (20 X 60 frames) with a grey background (RGB

value = 128) to the networks.We did not include thewhite noise background, since wewanted to compute the activations to the body

images per se. Additionally, we obtained the response to a version of the stimuli in which themonkey’s body was reduced to a silhou-

ette. The frames were pre-processed by rescaling and subtracting the mean and division by the standard deviation of the

ImageNet data.

For AlexNet models, we present the data for all seven ReLU layers, whereas for VGG16, we present the data for ReLU layers 1.2,

2.2, 3.3, 4.3, 5.3, 6, and 7, with layers 6 and 7 being the fully connected layers. For the ResNet50 architectures, we obtained re-

sponses from the ReLU layers (relu, layer1.2.relu_2, layer2.3.relu_2, layer3.5.relu_2, layer4.2.relu_2) available at the end of each

of the five "stages", which we label in the Results as layers 1 to 5. We removed the units of a layer that did not respond to any of

the 1200 frames. Plots of the number of responding units (features; in log units) in each layer of the networks are presented in

Figure S6.

CNN modeling: Networks trained with human action videos

Wealso included a pre-trained spatiotemporal network, X3D38 (X3D-M; available at https://github.com/facebookresearch/SlowFast/

blob/main/MODEL_ZOO.md) The X3D model was pretrained on the Kinetics-400 dataset54, which encompasses videos featuring

400 distinct human action classes, designed for action classification tasks. This spatiotemporal 3D network (1 temporal and 2 spatial

dimensions) expands in the temporal dimension (frame sequences), while also encompasses optimization of spatial, 2D hyper-pa-

rameters. Notably, X3D evolves from the foundational 2D structure of ResNet, roughly retaining its stages. The layers 1 through 5

(Figures S5 and S6) correspond to the ’stages’ 1 through 5, mirroring the organization of the ResNet architecture. The activations

of responding units were extracted as described above for the other CNNs. Plots of the number of responding units (features; in

log units) in each layer of the network are shown in Figure S6.

Velocity estimation

We estimated the pixel-wise velocities of each body video (60 frames of the size 210 x 210 pixels) using the Lucas Kanade derivative

of Gaussian filter optic flow algorithm implemented by the opticalFlowLKDOG Matlab function with the same parameter settings as

in6. Because we aimed to compute the velocities of the bodies, we removed the white noise background and replaced it with a gray

background.We obtained a pixel-wisemap of the x and y components of the velocity vector for 58 frames of each video, resulting in a

tensor (58 X 210 X 210 X 2) per video. For the first two frames, the algorithm does not produce a valid optic-flow measure, explaining

why we had measures for 58 frames.

Pairwise between-video distances

Distance measure: Lock-step Euclidean distance. To obtain pairwise between-video trajectory distances in an N-dimensional

neural, velocity, and CNN feature space, we calculated the lock-step Euclidean distance55 between every pair of body videos ðVi

and Vj) as:

LðVi;VjÞ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM
m= 1

d2
2

�
vmi ; v

m
j

�vuut ; is j; v˛RN
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Where, d2ðvmi ; vmj Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

n= 1ðvmi ðnÞ � vmj ðnÞÞ
2

q
is the Euclidian distance between body video Vi and Vj in an N-dimensional space at

the pointm˛ f1; 2; ::Mg of a temporal trajectory.N corresponds to the number of cells, pixels (multiplied by 2), and units in a layer, for

the neural, optic-flow, andCNN feature distances (see Table S4), respectively.M corresponds to the number of bins and frames in the

case of the neural and velocity/static feature space, respectively (see Table S4). In the case of the neural trajectories, we considered

the binned responses in an interval ranging from 60 to 1160 ms post-stimulus onset.

In simpler terms, we created a matrix of M3N responses/values for each video, which we then flattened into a vector. We

computed the Euclidean distance between the vectors for each video pair, resulting in 190 distance values (20* 19 /2) for the 20

body videos. To calculate the neural distances, the net responses of each neuron to the videos were normalized by its maximum

peak net response (bin width = 20 ms) across the body videos.

Distance measure: Chi-square distance between velocity distributions

For each of the 58 frames of whichwe had velocity vectors, we created a 2-dimensional frequency distribution of speed and direction,

with a bin width of 0.5 (arbitrary units) for the speed axis and p⁄8 for the direction axis. The speed axis ranged from a low-speed

threshold of 0.2 for the reported data in the Results (see Figure S3B for results with other thresholds) to 7.7, which is the maximum

speed observed among all frames in all videos, while the direction axis ranged from -p to p. Once we created the two-dimensional

frequency distribution for each frame, we flattened it into a vector and concatenated all the vectors from all frames (in order) of a video

to create a grand vector of size K = 13050 (15 speed bins x 15 direction bins x 58 frames). This grand vector represents a grand fre-

quency distribution for the entire video while capturing the temporal pattern. We then computed the chi-square distances for all 190

pairs of videos Vi and Vj as follows:

X2ðVi;VjÞ =
1

2

XK
k = 1

�
Vk
i � Vk

j

�2

�
Vk
i +V

k
j

�

Best-worst preference index

For each neuron that was tested with the silhouette versions of the videos, we computed a best-worst preference index (BWPI):

BWPI =
Rbest � Rworst

jRbestj+jRworstj
where Rbest and Rworst are the net average firing rate for the silhouette version of the original stimuli that elicited the best and worst

response in the Search test, respectively. The same analysis windows as for the ANOVA were used.

Statistical analysis
Significance tests for the correlation analyses of pairwise neural and model distances

Wepermuted stimulus labels31 to determine the significance of the correlation coefficient between pairwise neural and velocity / CNN

feature distances. To do so, we created a distancematrix of the neural pairwise distances. Next, we permuted the labels of thematrix

by randomly reordering the rows and columns, i.e., the stimulus labels. We then computed the correlation between the permuted

neural distancematrix and the pairwise distances corresponding to the velocity-based or CNN features, using the upper off-diagonal

values of the matrix. We repeated this process of permutation and correlation computation 1000 times to generate a null distribution

of correlation coefficients. From this null distribution, we obtained the percentile (Pc) of the observed correlation coefficient. We used

the Pc to compute the two-tailed p-value as:

p =

8>><
>>:

23
100 � Pc

100
;PcR50

23
Pc

100
;Pc< 50

If the p-value was less than 0.05, we rejected the null hypothesis.

To assess the significance of the difference between the correlations of two distance matrices obtained for DP and VP, we utilized

bootstrapping by resampling with replacement the cells of VP and DP. We computed the correlation coefficient between neural dis-

tances for the resampled cells and velocity-based or static CNN feature distances and subtracted the correlation coefficient obtained

for the resampled VP from that of the resampled DP. We repeated this process 1000 times to obtain a distribution of differences in

correlation values between VP and DP. We then computed the percentile of a value of 0 from this distribution and computed the

p-value (two-tailed) based on the percentile with the same method as described above.

Commonality analysis

We utilized a multiple regression-based commonality analysis56 to determine whether motion and static features account for a

shared portion of the response variance in VP (and DP) neurons, or instead, whether they contribute uniquely to the neural response

variance. We obtained the explained variance R2
M+F through multiple regression of neural distances from the velocity and static

feature distances as predictors. To isolate the unique contribution of motion and static features, we subtracted the explained
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variance R2
F , corresponding to static features, obtained by regression using the feature distances as a single predictor, and the ex-

plained variance R2
M corresponding to motion, respectively from R2

M+F . The common explained variance R2
C was then calculated as:

R2
C = ðR2

M +R2
FÞ � R2

M+F . To assess the significance of R2
M+F , we computed the p-value (one-tailed) as: p = 100�Pc

100 , where Pc is the

percentile of the observed R2
M+F relative to the null distribution obtained using stimulus label permutation of the neural distances as

described above. Significant R2
M+F values are indicated by stars in Figure 7.
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Figure S1. Mean population PSTHs in VP (green) and DP (red) to 20 body videos. Related to 
Figure 2. 

 

 

 

 

 



 

Figure S2. Additional analyses of motion/sequence sensitivity. Related to Figure 4.  

Distribution (box plots) of SSI (A1) for each monkey and region, (A2) for each targeted patch, 
and (A3) for the cells with BSI > 0.33. Distribution (box plots) of VRI (B1) for each monkey, (B2) 
for each targeted patch, and (B3) for the cells with BSI > 0.33 in each region. *** p < 0.001; ** 
p < 0.01; * p < 0.05; p values of Wilcoxon rank sum test. N corresponds to the number of cells. 
BSI > 0.33 corresponds to a twofold greater average response to bodies compared to faces 
and objects. (B4) Average response (and bootstrapped 95% confidence intervals) of neurons 
that showed a significant difference between the original and time-reversed video, and have 
VRI = 1. For each neuron, we labeled the video version that produced the highest response of 
the two as “best” and the other as “reversed”. The first and second columns correspond to the 
mean net response to the “best” and “reversed” body video, respectively. The top and bottom 
rows are DP and VP neurons, respectively. Note the inhibition for the time-reversed video. The 
median BSI was 0.30 (1st quartile: 0.25; 3rd quartile: 0.45) and 0.30 (0.02-0.46) for these DP 



and VP neurons. (C1) Distribution of the correlation coefficient between the static snapshot 
response and the response to the same snapshot presented during the original video for each 
monkey and region, (C2) for each patch, and (C3) for the cells with BSI > 0.33 in both regions. 
(D1) correlations for the time-reversed video for each monkey and region, (D2) for each patch, 
and (D3) for the cells with BSI > 0.33 in both regions. P-values of Wilcoxon rank sum test: *** 
p < 0.001; ** p < 0.01; * p < 0.05. (E) Scatter plot (with linear regression lines and 
corresponding 95% confidence intervals) of the correlation coefficients between the video and 
snapshot responses for the original (ori. video) and time-reversed videos (rev. video; as in 
Figure 4F, main text) for neurons with BSI > 0.33. 

 

 

 

 

 

 

 

Figure S3. Velocity-based distance metrics. Related to Figure 5. 

(A) Scatter plot (with regression line and 95% confidence interval) of velocity space and 
velocity distribution distances. Note that both velocity-based distances did not correlate with 
the difference in body area (number of pixels) between the corresponding video frames of a 
video pair (velocity space: r = -0.11 (p = 0.11); velocity distribution r = -0.07 (p = 0.30)).  (B) 
Correlation between neural and velocity distribution distances (speed and direction; solid 
line) and between neural distances and speed-only distribution distances (dashed line), 
respectively, as a function of the threshold value for the minimum speed. 

 



 

Figure S4. Relating static features, motion features and neural responses to dynamic videos. 
Related to Figure 6. 

(A1) Scatter plots (with regression lines and 95% confidence interval) of neural and static 
feature distances for layer 5 of each CNN to original (shaded, and textured; “Norm.”) videos, 
and (A2) to Silhouette (“Silh.”) videos. (B1) Distribution (box plots) of Best-Worst Preference 
Index (BWPI) for responses to silhouette videos for each patch, and (B2) for the cells with BSI 
> 0.33. Statistical significance between patches or regions was tested with a Wilcoxon rank 



sum test. (C) Correlation between velocity-based distances and neural distances (dashed 
lines), and between CNN layer 5 static feature and neural distances (computed for silhouettes) 
for the cells with low Sparseness (below median Sparseness of all neurons) and high 
Sparseness (above median (0.62)). The rows correspond to the regions (DP and VP) and the 
columns correspond to all cells (top) and the ones with BSI > 0.33 (bottom). VP pools ASB 
(median Sparseness: 0.67 (1st quartile: 0.45; 3rd quartile: 0.83)) and AVB (0.61 (0.45; 0.74)) 
neurons.  Similar results were obtained for neurons with BSI > 0.2. Conventions as in Figure 
6C, main text. (D1) Equated distribution of BSI for both regions (Methods). (D2) Correlations 
between the neural and velocity-based distances (dashed lines), and between neural and CNN 
layer 5 static features distances (computed for silhouettes; colored lines) for the BSI equated 
sets of neurons (left). The right plot shows the correlations for the original, non-equated 
distributions (same plot as Figure 6C, main text) for comparison. (D3) Correlations between 
the neural and velocity-based distances (dashed lines), and between neural and CNN layer 5 
static features distances (computed for silhouettes; colored lines) for the targeted ASB patch 
neurons and DP. The same conventions as in Figure 6C, main text. 

 

 

 

 

 

Figure S5. Correlation between neural distances and distances computed from X3D 
features, a spatiotemporal network trained with human body videos for action recognition. 
Related to Figure 6. 

Horizontal lines correspond to the maximum correlation value obtained across all layers of all 
static CNN networks, i.e. the highest correlation obtained with the 4 CNNs trained with 
ImageNet data. All VP and DP neurons were included. 

 



 

 

Figure S6. Number of responding units in each layer of the CNNs. Related to Figure 6. 

Plots of the number of responding units (features; in log units) in each layer of the networks. 
Numbers in the bars correspond to the actual number of units. Columns correspond to the 
trained and untrained networks, while rows correspond to the original (Orig.) and silhouette 
(Silh.) stimuli that served as input to the networks.  

 



 
 

Table S1. ANCOVA: Dependent variable = SSI, Between factor = Region (VP vs. DP), 
Covariate = BSI 
 

Source SS DF F p 

Region 1.226488 1 15.868826 0.000087 

BSI 0.018430 1 0.238452 0.625714 

Residual 21.331795 276   

 
 
Table S2. ANCOVA: Dependent variable: VRI, Between factor= Region (VP vs. DP), 
Covariate = BSI 
 

Source SS DF F p 

Region 0.976634 1 9.822762 0.001909 

BSI 0.128162 1 1.289026 0.257212 

Residual 27.441462 276   

 
 
Table S3. ANCOVA: Dependent variable = Pearson r (ori. video), Between factor = Region 
(VP vs. DP), Covariate = BSI 

 
Source SS DF F p 

Region 2.166592 1 12.470263 0.000495 

BSI 0.759137 1 4.369367 0.037630 

Residual 42.218986 243   

 

 

 

 

 

 



 

 

Table S4: Dimensionality of neural, velocity and CNN feature space. 

 

 N 𝑀𝑀 

Neural space (Fig. 5A) # of cells: 149 (VP), 175 (DP) # of time bins: 55 (20 ms bins) 

Velocity space (Fig. 5B) 2 * # of pixels: 2 * 210 *210 # of frames: 58 

CNN feature space  # of responsive units in a layer # of frames: 60 
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