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Background
Humans use and interact with objects everyday, from turning a key in a keyhole 
to carrying a cup of coffee. Leading a cup of coffee to your mouth is surprisingly 
complex because of internal degrees of freedom from the movement of the 
coffe. You must pre-empt and react to unpredictable, self-induced perturbations. 
In this experiment, we begin to investigate this control by applying predictable 
perturbations.
 

How do we execute our movements in uncertain environments to account for 
the internal dynamics of the coffee moving in the cup? Because neural processes 
are slow and imprecise, it is unlikely that humans rely on online corrections. 
Instead, it is more likely that humans learn strategies to make object dynamics 
predictable. We will quantify predictability as stability of trajectories.
 

We modeled the "cup of coffee" with a simple, yet nonlinear, dynamic model and 
implemented it in a virtual environment. This controlled system will allow us to 
assess the stability of human movements.
 

Hypothesis:
 
Subjects learn to maximize stability to pre-empt, compensate for, and exploit 
perturbations.

Methods

5 healthy individuals held the end of a robotic manipulandum to control the 
movement of a ball rolling in a cup (simulated as a cart and pendulum).
 

Participants were instructed to move the cup from the left box to the right 
box as quickly as possible without letting the ball escape. 
 

In perturbation trials (P1 and P2), a small force pulse (40 N, 20 ms) was 
added 2/3 of the distance along the path, either assisting or resisting the 
motion. Participants performed a block of acceleration and a block of 
deceleration perturbation trials.
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Conclusions
Subjects successfully generalized understanding of the system's dynamics 
to new perturbations.
 

This experiment is a successful first test of using a virtual system with 
known dynamics to allow model-based analysis of human trajectories.
 

Two novel mathematical analyses, flow direction and contraction analysis, 
provide a theoretical framework for assessing stability in human 
movements.
 

Learning stable trajectories is useful to handle perturbations arising from
                     internal sources (noise), external sources (applied perturbations),
                                                                                             and the object's complexity.

Behavioral Results
(1) Participants learned to move faster to reach the goal in B1.
 

(2) In P1, there is a change in movement over practice, including an increase 
in cup velocity.
 

(3) There is no change in trajectory in P2.
 

(4) Changes in movement time are inconsistent across subjects and 
inconclusive.

Figures are from two individual 
subjects. Shading represents 
standard deviation of mean.
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Analytical Methods
Given the virtual implementation of the cup-and-ball model, the human-
object interactions corresponds exactly to the system equations. This 
correspondence offers a unique opportunity for analysis of human 
trajectories: each measured sample of the state vector from the human trial 
can be inserted into the dynamic model as initial conditions. The model 
initialized with different conditions can then be analyzed with mathematical 
techniques.
 

Angle Between Trajectory and Flow
 

Instantaneous angle between subject's trajectory and flow of the unforced 
system.
 

Subjects generally follow the flow when unperturbed and return to the flow 
following a perturbation.
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Lohmiller, W. & Slotine, J.-J. E. (1998) On Contraction Analysis for Nonlinear Systems, Automatica, 34(6).

Contraction Analysis
 

Measure of the relative stability of the system's state in response to noise or 
small perturbations: do nearby trajectories converge or diverge?
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