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Abstract

We present a general family of nonlinear phase oscillators which can exhibit arbitrary limit cycle shapes and infinitely
large basins of attraction. This general family is the superset of familiar control methods like PD-control over a peri-
odic reference, and rhythmic Dynamical Movement Primitives. The general methodology is based on morphing the
limit cycle of an existing phase oscillator with phase-based scaling functions to obtain a desired limit cycle behavior.
The introduced methodology can be represented as first, second, or n—th order dynamical systems. The elegance of
the formulation provides the possibility to define explicit arbitrary convergence behavior for simple cases. We analyze
the stability properties of the methodology with the Poincaré-Bendixson theorem and the Contraction Theory, and use
numerical simulations to show the properties of some oscillators that are a subset of this general family.
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1. Introduction

Nonlinear oscillators have been widely used in different fields ranging from abstract to applied sciences and
engineering [1]. Their capability of entrainment, synchronization and smooth modulation of their output signal makes
them appropriate tools for modeling natural phenomena and for control [1-4].

One challenge in the field of nonlinear oscillators is how to design oscillators with desired limit cycle shapes [4].
One key application of such oscillators is in system and controller design. The benefit of using nonlinear oscillators in
controller design is that the control references can be coded into dynamical systems, and if done properly, properties
like smoothness, continuity and stability after state perturbation are preserved. Now if the desired control references
are functions of desired shapes or structures, then there is a need for oscillators capable of having arbitrary limit cycle
shapes.

For example, nonlinear oscillators have been extensively used to model animal locomotion [5-8], or create con-
trollers for robot locomotion [9—13]. But due to the lack of a concrete, general and easy-to-use methodology, many of
the aforementioned approaches had to utilize either 1) oscillators which exhibit simple predetermined limit cycles, e.g.
with the shape of a sine-wave, and consequently could not accurately encode the complex/desired control trajectories
into oscillatory dynamics [14—17]; or 2) oscillators augmented with functions to shape the output signal (f(y) with y
being the oscillator output and f the shaping), which are not appropriate for state feedback integration (no smooth out-
put dynamics) [18-20]; or 3) complex connectionist oscillators which are rather hard to design [21-24]; or 4) property
and order-specific oscillators like thythmic Dynamical Movement Primitives which only give one possible solution to
the problem (forced second order linear ODE) [25, 26]. This motivates us to propose a simple methodology which
results in a general family of nonlinear phase oscillators exhibiting arbitrary limit cycle shapes, with a wide choice of
oscillator properties including the order of the dynamical system and the convergence behavior.
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Nonlinear oscillators with arbitrary limit cycle shape can be built with recurrent neural networks (RNN) [27-34].
However, it is not trivial to calculate the connection weights, analyze the asymptotic stability of the resulting network,
and predict the behavior of it [30]. Nevertheless, there are reservoir computing approaches to RNN [35] which provide
ways to create nonlinear oscillators without complicated training. Wyffels et al. [24] presented a randomly connected
RNN with a linear readout which can encode arbitrary limit cycles, and used ridge regression to find the readout
weights, yet the problem of asymptotic stability remains unsolved.

Some researchers have tried to create nonlinear oscillators with an arbitrary limit cycle shape by using fitting tools
on data-driven generated vector fields. Okada et al. [36] presented a method to represent the desired trajectory as a
limit cycle and define a corresponding vector field in the vicinity of each data point directed towards the limit cycle.
They use a polynomial approximation of the vector field to create the dynamical system encoding the desired limit
cycle. Similarly, Ajallooeian et al. [37] use the desired trajectory as the limit cycle and define margins of attraction
based on the Poincaré-Bendixson theorem. They map the desired periodic trajectory on the limit cycle of a stable
oscillator (and vice versa) to strengthen the stability properties, and employ feedforward neural networks to create
the maps. Both [36] and [37] create dynamical systems which are trained to be (asymptotically) stable in the margins
defined around the limit cycle, but not necessarily outside of these margins.

Righetti et al. [13] presented Adaptive Frequency Oscillators and used a pool of them to create nonlinear oscillators
with an arbitrary limit cycle shape. They utilize a dynamic estimation of the phases of Fourier harmonics constructed
from a pool of adaptive Hopf oscillators [38], and build the desired dynamics. The output of their model is the
weighted sum of local oscillators, which makes the integration of the proprioceptive feedback difficult (also known
as the credit assignment problem [39]). The final output shape of such system is limited, unless an infinite number of
oscillators is used. Also a modified version of this approach was presented in [40] to use a single oscillator and an
adaptive Fourier series.

One other interesting approach to create custom nonlinear oscillators is to use a virtual linear spring and peri-
odically force it such that the desired output is generated. Ijspeert et al. [41-43] presented rhythmic Dynamical
Movement Primitives (DMP) which implements this idea. Rhythmic DMP gives a nice formulation of a phase oscil-
lator with an arbitrary limit cycle shape, and was later coupled with Adaptive Frequency Oscillators [44]. Here in this
paper we give a general representation which includes rhythmic DMP as an example realization.

We take inspiration from the works mentioned above, especially from our previously collaborated works [37] and
[41-43], and present a general way to convert an existing phase oscillator to any desired nonlinear phase oscillator
with well defined, controllable properties. We believe that our contribution is three fold: 1) We present a general,
simple and systematic way to design nonlinear phase oscillators. As a consequence, we obtain not a single, but a
family of nonlinear phase oscillators exhibiting desired limit cycle shapes. This gives researchers the ability to easily
design custom nonlinear phase oscillators. 2) The general methodology we present here can be taken as a unifying
view on well known techniques including PD control and rhythmic Dynamical Movement Primitives. This enables
the comparison of these methods under a same conceptual framework. 3) The mathematical formulation gives room
to introduce a simple nonlinear oscillator which can have a custom convergence behavior, independent of the other
properties like arbitrary limit cycle shape. This is a useful property providing the possibility to define the way to
converge to the limit cycle, which is potentially useful for initiation in many cyclic motion control problems.

The rest of this document is organized as follows: The design methodology is explained in Section 2. Example re-
alizations of the introduced methodology is given in Section 3. Extension to multi-dimensions is explained in Section
4. We then analyze the stability conditions in Section 5. Section 6 details how arbitrary convergence behavior can be
obtained. Section 7 discusses building nonlinear phase oscillators from data. Section 8 describes the applications of
the morphed oscillators, and we summarize and discuss our work in Section 9.

2. Methodology

There are many nonlinear oscillators with different characteristics, including Hopf oscillator [1], van der Pol
oscillator [1], Fitzhugh-Nagumo oscillator [45], and many more, and each of these oscillators exhibit a different limit
cycle shape. However, it is not trivial to design an oscillator with a desired limit cycle shape. We propose a systematic
way to design phase oscillators (oscillators with an explicit phase variable, such as a Hopf oscillator expressed in polar
coordinates, for instance) with arbitrary limit cycle shape.
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Figure 1: Example of a mapping between the desired oscillator (left) and the base oscillator (right). The main idea is to select an
existing structurally stable oscillator, like the Hopf oscillator (right), and find a mapping (M) which shapes the limit cycle of this
oscillator to a desired one (left). A phase-based scaling function f(6) can implement M to map points from B to S and vice versa.
For example, for the two points shown, the scaling function is f(0.9) = ?.

One can take a simple phase oscillator, and try to morph this oscillator’s limit cycle to obtain a desired one. So a
mapping which takes the states of this oscillator and modifies them such that the outcome has the desired property is
needed. This mapping can be arbitrarily complex, but in case of the phase oscillators, we show that scaling the radial
state depending on the phase value is sufficient to modify the limit cycle shape.

Our methodology consists of an oscillator called the base oscillator (in phase plane B, real plane R?), a desired
oscillator (in phase plane S, real plane R?) and a mapping between them (M). We aim to find invertible M such that
any path in B is mapped to a unique path in S and vice versa. Consequently, with the correct choice of M, the limit
cycle of the base oscillator in B will be mapped to the desired one in S.

Let us assume that the desired limit cycle is defined by the mapping Es : 6s — rs, with 05 and rg respectively
being the angle and radius in polar coordinates. Also assume a base oscillator for which its limit cycle can be defined
in polar coordinates by the mapping Ep : 6 — rg. Now if the oscillator in S has a phase always equal to the base
oscillator’s phase, i.e. 85 = 6y = 0, then the radius of the limit cycle of the oscillator in S can be defined with a
phase-based scaling (also see Figure 1) :

rs = f(O)r (H
where f is a scaling function that scales based on the phase value. So a state {6, rs} in S corresponds to a state {6, ﬁg)}
in B, and vice versa.

The mapping from space B to S can be written as M(6, r) = (6, rf(0)), and calculating the Jacobian determinant of
M gives |J| = f(0). Soif YO : f(6) # 0 and f is C! differentiable, then M defines a C'-diffeomorphism [1] between B

and S. This means that each state in S corresponds to a unique state in B and vice versa. Having the diffeomorphism
property, an intuitive way to form the desired limit cycle system in S is:

Take the current state {6(¢), rs(¥)} in S

Map this state to B using rg(f) = f’fg((?))

Use the dynamical system of the base oscillator in B to calculate rg(z + Af) and 6(¢ + Ar)

Map rp(t + At) back to S by rs(r + Af) = f(6(t + At)rp(t + At)

update .
Do t «—— t + At and continue from 1.

A e

With the above algorithm we can mathematically write the process of the limit cycle generation as an iterative
map, i.e. a discrete-time dynamical system (the continuous-time description will be given later):

f+At
0(t + A1) = 6(F) + f Dg g (6(1)) dt )
B rs(t) Tl rs(t)
r(t+ A1) = f6¢ + 40) (f(ea)) ¥ f De (f(em)) ‘”) )
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where Dg .0 (.) are the differential equations of the base oscillator 6 = Dpy(9),i3 = Dg,(rg)). Since the base
oscillator is a phase oscillator (§ = w = const) we have:

Dpy() = w = 219 C))

where ¢ is the oscillator’s frequency. Equations (2,3) introduce a general way to convert a chosen base oscillator to
one with a desired limit cycle. The shape of the limit cycle in S is Eg(0) = Eg(6) f(6).

2.1. Continuous-time dynamical system

The oscillators obtained by Equations (2,3) are with discrete-time updates. A continuous-time dynamical system
form can be obtained by calculating the limits of the forward differences of those equations when Ar — 0. For 6 we
simply have (using Euler approximation for integration):

1+At

. 1
o) = lim - (9(0 + ( D (6(1)) dt) - 9(t)) = Dpy(6(1) = w =218 &)

t

which is the definition of the phase dynamics of the base oscillator in B. For 75(f) we have:

o g [ 750 £O+ A0) — f00) O+ ADDs (g ;
50 = im | o) At * Al ©)
which gives:
N (O rs(?)
rs(®) = f(@(t))f(g(t)) + f(6®)Dg,, (—f(G(t))) )

with £(6(r)) = %8) % = wf’(6(1)). Equation (5) along with (7) gives a general way to obtain a desired continuous-
time phase oscillator. The shape of the limit cycle can be arbitrarily defined by Eg(6) = Eg(0)f(6) (either f(6) is
defined and then Eg(6) is derived, or vice versa). The convergence behavior is defined by the dynamics of the base
oscillator. We call the set of Equations (5,7) the original form.

The canonical evolution in Equation (7) is fr(%((?)) £(6(1)), meaning that the amplitude of the oscillations generated

by f(6) are magnified by fzse((?)) (Figure 2-top, dashed blue lines). So for large rs(f) values, the amplitude of the
oscillations will be largely magnified. If this effect is undesirable, then one can compensate for this effect by using

the following radial differential equation:

®)

Fo(t) = Zp(0(0) f(0(1)) + f(@(t))DE,,( rs(1) )

J@)

where Ep(6(¢)) is the shape of the base oscillator’s limit cycle. We call the set of Equations (5,8) the compensated
form. State-time evolution and phase portraits of both original and compensated forms are depicted in Figure 2, for
same desired limit cycle. As shown, the difference between these two forms is in their convergence behavior.

As Figure 2 depicts, for the compensated form, the rs state can become negative (Figure 2-top, at t ~ 0.6) even
starting from positive initial values. This means that negative radius values are meaningful without shifting to the
antiphase state. In this paper we term the space formed by {60, rs} as extended polar coordinates, and discuss this more
in Section 5 when analyzing stability conditions.

The obtained oscillator forms are first order dynamical systems. Positions rs(f) and velocities 75(f) are continuous
if not directly perturbed. If f is additionally C? differentiable, then accelerations #g(f) are continuous as well. In
general, if f is C” differentiable, consequently ré")(t) values are continuous, unless directly perturbed.

Table 1 summarizes the needed formulae to create continuous-time morphed oscillators, and also gives a simple
example. One only needs to define a base oscillator, and choose the desired limit cycle Eg(6) to obtain the compact
equations of the desired morphed oscillator.



Figure 2: Comparison between the original and
the compensated forms. The base oscillator
used is an amplitude controlled oscillator with
p = 1andy =1 (please refer to Table 2 for the
base oscillator’s equations). The desired limit
cycle is Eg(6) = 3 + tanh(5 sin(6)) + cos(46 + 1).
The contours of the original form are similar to
the limit cycle and scaled by ;(%—8), while the
contours of the compensated form become cir-
cular when they are away from the limit cycle.
The phase portraits are only for rs > 0.

rgsin(6)
rgsin(6)

Note: From now on and for the rest of this paper: 1) We will use the compensated form (Equations (5,8)) to extend for
higher dynamical system orders and dimension. It is possible to rewrite the same procedures for the original form in
the same way; 2) We remove the time indexing “.(¢)” for brevity, and will only mention time if there is an explicit time
dependency. So terms like rs(), 6(r) and f(6(r)) will respectively become rs, 6 and f(6); 3) All the phase portraits are
illustrated only for g > 0, unless mentioned otherwise.

2.2. Second order dynamical system

Equations (5, 8) define a first order dynamical system. Equation (5) drives the phase dynamics while Equation (8)
controls the radial dynamics. If one desires to directly control acceleration, or create the possibility to add feedback
mechanisms on the acceleration dynamics, then a second order dynamical system is needed. One can rewrite Equation
(8) for a new velocity state (vs), and take the velocity profile, instead of position profile, as the limit cycle. The desired
velocity limit cycle is Z5(6), so:

Es(6) _ Ep(6)

£.(6) = =6 " 5.0 £ + f(6)
Vs = Za(0)/,(60) + (f,(6) + 6) D, (]%5) ©

Table 1: Continuous-time first order morphed oscillators. Two form of oscillators is obtained: the original form, and the compensated form. Zg(6)
is the desired limit cycle, Eg(6) is the limit cycle of the base oscillator, f(6) is the phase-based scaling function, w is the oscillation frequency
multiplied by 27, y controls the rate of convergence, 6 is the phase of the oscillator, and rs is the radial state and also the desired output of the
system which converges to the desired limit cycle Zg(6).

Original form ‘ Compensated form
Morphed oscillator equations ) e g f=w s o . =0 e
Fs = F510) + fODs,(F5) | s = Z(0)/O) + fO)Ds, (£5)
Example: desired limit cycle Zg(6) = e*™® 0=w 0=w
and base oscillator Dg (r) = y(u — r) s = wcos(@)rs + y(eD —rg) | rs = wcos(8)e’ D + y(e " — rg)
(s0 f(6) = £ = 5™ ?)




Figure 3: An example second order system. The desired limit cycle is Eg(6) = 3 + 0.5(cos(6) + sin(26_+ 1)). The base oscillator is defined by
g = 2n9 cos(F) + 2 + sin(6) — rp, which has the limit cycle Eg(6) = 2 + sin(f). Consequently f(6) = szi(rﬁ)g). For this figure y = 10, ¥ = 1 and

B = 20. Asterix (*) symbols indicate the initial points in the trajectories. Blue and red trajectories are the same for state-time and phase plots.

where a constant 6 > —mgin (£,(8)) is added to f,(0) to keep the scaling function strictly positive. The oscillator

obtained by Equations (5,9) will follow a desired velocity profile, but yet we need an equation for 75. Additionally,
unwanted position offsets (errors on rg = f vs dt) are not forgotten in the system defined by Equation (9). We add a
phase-based attractor force field to vs to damp the unwanted position offsets, and attract to the desired limit cycle in
S, which is Eg(60) = Eg(6) f(#). By doing so we obtain:

vs = Ep(0)£,(0) + (f,(6) + 6) Di.» (]ﬁ) +p (EB(H)f ) - rs) (10)
rs = vg — 62g(6) an

where 8 determines the strength of the attractor force field defined by Eg(6) f(8)—rs term. Also since a ¢ offset is added
to f,, the velocity limit cycle is having an offset of 6= (6), which is subtracted from vg in Equation (11). Equations
(5,10,11) together give a general second order phase oscillator which exhibits a desired limit cycle behavior. It should
be noted that as long as the base oscillator’s limit cycle is circular Zp(0) = 0, and Equations (10,11) can be written as
a simpler form where f,() = f(6) and f,(§) = f(6). Figure 3 illustrates an example state time evolution and phase
portrait of a compensated second-order system.

2.3. n—th order dynamical system

The idea of extending to a second order system can be generalized to create an n—th order dynamical system. The
n—th order radial state is controlled by the base oscillator. All radial differential equations are augmented by attractors
from states which are one order lower (7' is augmented with an attractor on r(Sm_l)):
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Figure 4: Example state-time evolution of a 3rd order system. The base oscillator is defined with 0 = 2, ig = ytanh(u — rg). The desired limit
cycle is E5(0) = 1 + ¢*"® For this example ¥ = 1, u = 1,y = 10, 81 = 82 = 50, 6; = 50 and 6> = 150.

(=) _ =gy £ g = (n-2)
750 = BaO)fu-(®) + fi-() + 60-1) D | i | + B (Z2O) fin2(0) + 642 = 15 )

K = ™0 = 6,11E8(0) + Buea (Z5(0) fia-3(6) + 60z = 10 7)

K = 1™ = 60a 4 Bu-3 (2a(0) fin-)(60) + Gpg = r&™Y)

f(Sl) = r(Sz) =02+ B1 (Er(0)f(0) — 15)
i‘S = V(Sl) - 61 (12)

where fi,(@0) = £=@ _1_ 5 > —ngn (fim)(8)), and By, is the strength of the force field on the m-th order which

drm Eg(0)
damps the unwanted offsets of r(S’"_Z). rs, r(Sl), .. .,r(S"_l) are system states corresponding respectively to position,

velocity, acceleration, and so on. Figure 4 depicts an example state-time evolution for a 3rd order system.

3. Realization

The previous section gave a general methodology to design morphed phase oscillators with arbitrary limit cycle
shapes. The obtained forms represent a general family of morphed oscillators that are parametrized by the radial
equation of the base oscillator Dg ,(.). Realizations are obtained by using desired base oscillators, defining Dg ,(.).

Tables 2-3 show first and second order realizations of this methodology with different base oscillators. First a base
oscillator is chosen, and then Equation (8) or Equations (10,11) are used to obtain the morphed oscillator. For all the
examples given § = 2%, y controls the rate of convergence, and u corresponds to the radius of the limit cycle in B.

Figure 5 illustrates phase portraits of these oscillators as well as their state-time evolution (both for first order
realizations). The desired limit cycle Zg(6) is chosen to be the same for all the examples to enable comparison. One
should keep in mind that although Zg(6) is the same for all the examples, the corresponding f functions are not
necessarily the same, because Zg(60) is different for different base oscillators (and we know f(6) = ;}ZEZ)))

The basin of attraction in examples (I) and (IV) is the whole state space, while this is not true for examples (II)
and (IIT). Example (II) uses a Hopf oscillator as base, which has two limit cycles at rg(f) = + +/u, and states who enter
the basin of attraction of the unwanted limit cycle at rg(6) = — 4/u will not converge to the desired limit cycle. Finally,
for example (III), the solution diverges initiating with rs|,—9 = —2. We will discuss the stability conditions in Section
5 and see when the oscillator in example (III) gets unstable.
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Table 2: Example first order realizations with different base oscillators.

Base oscillator Compensated first order realization

(I) Amplitude controlled oscillator
g =7y u—rg) rs = pf(O) +y uf) —rs)

(II) Hopf oscillator
. . ¢ s \2
o = ¥l - s s = VA +y (1= (7)) s

(III) Logarithmic saturated oscillator
. . o \2 2
i = ytanh(u — rg) log(1 + 1) Fs = Hf(0) + yf(@)tanh(p -(%5) )log(] +(#) )

(IV) Morphed oscillator

B = wcos(d) + 2 +sin(d) — rp Fs = (2 + 5in(0)) £(6) + £(6) (w cos(8) + 2 + sin(6) - m)
Table 3: Example second order realizations with different base oscillators.
Base oscillator Compensated second order realization
(I) Amplitude controlled oscillator vis = uf(0) +y (uf©O) + 6 - vs) + Buf©O) - rs)
B =y W=1rp) Fo = vg — o
. . 7 Vs 2
(IT) Hopf oscillator Vs = \f@ +y (}1 - (f(ﬁjﬂs) )vS +B(\f(O) —rs)
B = y(u - rg)rs Fs = vg — b
. . . . J 3 Vg 2 Vg 2 .
(1) Logarithmic saturated oscillator Vs = \f(O) +y(f(8) + 6) tanh | — (W) log|1 + (f(0)+6) +B(\f(O) - rs)
ig = ytanh(u — r3)log(l + r3,) Fs = vg — Vo

£1(0) = $525 10) + f(0)
(IV) Morphed oscillator vs = 2 + sin(9)) £,(0) + (f,(0) + 6) (w cos(0) + 2 + sin(6) — ]ﬁ) +B((2 +sin(0))f(0) — rs)
ig = wcos(d) + 2 + sin(d) — rp s = vs — (2 + sin(6))d

3.1. Equivalence

Here we will show how certain realizations of the morphed oscillators represent familiar trajectory control/generation
methods. The first example in Table 2 uses an amplitude controlled oscillator as base. Assuming u = 1, the first ex-
ample implements a position PD-controller with a desired periodic reference defined as Zs(8) = Eg(0)f(0) = f(6).
The normalized proportional gain for this controller is y. So with the right representation, position PD-control over a
periodic reference is a subset of the general family generated by the compensated form.

The first example in Table 3 implements a second order dynamical system which represents a form of the rhythmic
Dynamical Movement Primitives [26]. Dynamical Movement Primitives (DMP) are robust movement generators that
are commonly used for motor control. The rhythmic DMP is formulated as:
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Figure 5: First order realization examples with four different base oscillators: (I) amplitude controlled oscillator, (II) Hopf oscillator, (IIT) logarith-
mic saturated oscillator, (IV) morphed oscillator. The shape of limit cycle is the same for all examples, and the difference is in the convergence
behavior. The initial state value in the bottom plot, rs = 4, is corresponding to rs cos(d) = 4, rs sin(f) = 0 in the top plots (6= = 0). The basin of
attraction of the desired limit cycle for (I) and (IV) is the whole state space, while this is not true for (II) and (IIT). The basin of attraction for these
oscillators are later defined in Table 4. The behavior of examples (I) and (IV) are the same. This is because example (IV) uses a morphed oscil-
lator as base which has been obtained by morphing an amplitude controlled oscillator, the base of (I). So (IV) is identical to having an amplitude
controlled oscillator as base, and then morphing it twice using two phase-based scaling functions.

=B (g-y)—-2+F, 1=z (13)
=1 (14)
F= szdex(t) + TV des () + @B Yaes(f) — ;8
1 4 1 ’
= TZ(;)zyd”W) + T(;)a'zydgs(g) + @ BYaes(0) — @ B8 (15)

where 7 is the cycle period divided by 2z, and F is the nonlinear forcing term to shape the limit cycle such that the
output y,. is obtained. Rewriting the transformation system (Equation (13)) with expanded F and simplifying gives:

. 1
£ = Tao® + E 0 9+ L@ -9, 5= 12 (16)

and by assuming rs = y, vg = %z and f(6) = yemo(0), the above is identical to a second-order realization with a unit

radius amplitude controlled oscillator as base (u = 1),y = = and 8 = % So with the right representation, rhythmic
DMPs (with the latest representation in [26]) are a subset of the general family generated by the compensated form.

4. Extension to higher dimensions

The methodology presented in Section 2 gives a systematic way to create nonlinear oscillators with one dimen-
sional outputs rs. In this section we explain how multidimensional oscillators can be created out of these one dimen-
sional oscillators. Extending to high dimensions expands the scope which the introduced oscillators can be applied,
including coupled synchronized high dimensional movements needed in applications like robotics [46, 22], or in
modeling of Central Pattern Generators [3, 4] .
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Figure 6: A coupled four dimensional system of second order morphed oscillators. The desired phase differences, with respect to 6, are
{0,7m/3,m/2,n}. The base oscillators are respectively the ones in Table 3. The desired limit cycles are Eg(6) = 2 + cos(36) + sin(6 — 1),
Z5200) = o) Z53(0) = m + tanh(sin(@ — 1)), and ZEs4(0) = sin(26) + cos(360) + 3. The top four plots depict the evolution of the output state
rs,; over time, for each dimension. The black references are Zg;(6) and the dashed red trajectories are the outputs of each dimension rs;. The
bottom-left plot shows the evolution of the phases of the oscillators. All phases are initialized as 0, and they get coupled around 7 = 1.5. The phases
are perturbed for ¢ € [2,2.1]. The bottom-right figure shows the root mean square error between the vector of phases and the vector of desired
phase differences. One can see that phases get coupled again after the perturbation at about # = 4. For this example all y; = 10, 8; = 20, §; = 10,
9=1,and cj = 1.

Several approaches including [37, 8, 13] use coupled oscillators to create multidimensional nonlinear oscillators.
One can use diffusive phase coupling [47] to create the multidimensional system, so Equation (5) changes to:

N
0 =w+ Z cik sin(Gx — 6; — dix) a7
k=1

where 6; is the phase state of the i—th oscillator, cj is the coupling strength between i—th and k—th oscillators, and
@i 1s the desired phase difference between them. The diffusive schema in Equation (17) couples the phase dynamics,
and this coupling is independent of the output states rs;. Implementing coupling schema which are affected by the rg;
states is possible, and is application specific. An example can be found in [8].

Figure 6 illustrates an all-to-all coupled four dimensional system where each oscillator is a second-order morphed
oscillator. A different limit cycle shape is chosen for each dimension, and these are depicted in the top four plots.
The bottom-left plot shows the phase-time evolution, and phase differences can be seen with the overlaid markers. All
phases are initialized with 0 value, and they are also perturbed for ¢ € [2,2.1]. The system gradually gets synchronized
after the perturbation, as illustrated in the bottom-right plot in Figure 6.

5. Stability

This section is dedicated to stability analysis of the introduced morphed oscillators. We first discuss the stability
of a one dimensional first order system using the Poincaré-Bendixson theorem [48]. Analysis of n—th order systems,
n > 1, is complex as the Poincaré-Bendixson theorem is not valid anymore, and we briefly discuss these systems using
Contraction Theory [49]. Finally we include the stability of the multidimensional system.

Before going into the stability analysis, we would like to describe the space formed by {6, rs}. One can simply
assume that 8 € [0, 27), rs € R*, and by doing so {6, rs} forms the standard polar coordinates. However we additionally
want to be able to analyze the system when rs < 0 (without jumping to the antiphase state {6+, |rs|}). One can assume
that € [0, 27), rs € R* forms a manifold, and 0 € [0, 2r), rs € R~ forms a second manifold, and these two manifolds
are connected when rs = 0. The resulting manifold can be chosen to be a 2-manifold, as illustrated in Figure 7, to
describe the space formed by {6, rs} € [0,27) X R. We call this representation the extended polar coordinates where
negative radius values are meaningful. The chosen 2-manifold in Figure 7 is only an arbitrary representation, and any
other representation which defines an orientable 2-manifold is valid.
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rs — +00

rs — —00

Y

Figure 7: A representative 2-manifold formed by 6 € [0,2n), rs € R. When the value of rg crosses zero the system state goes from one disk to
another. & is a positive constant. The pulley-like 2-manifolds on the left are obtained by rotational sweep of the coordinates shown in right.

5.1. One dimensional first order system

Analyzing the limit cycle properties of a dynamical system is not an easy task. The analysis becomes possible
when one is looking for the existence of limit cycles in a bounded region of a phase plane, where the Poincaré-
Bendixson’s theorem can be utilized. The same theorem can also be used the analyze the asymptotic stability proper-
ties of a limit cycle system. The original form of this theorem is:

Theorem (Poincaré-Bendixson [48]). Every nonempty, compact w-limit set of a C' planar flow that does not contain
an equilibrium point is a (nondegenerate) periodic orbit.

A simpler interpretation of this theorem is: given a differential equation in the plane, assume {() is a solution
curve which stays in a bounded region. Then, if there is no equilibrium point in this region, {(f) converges for
t — +oo to a periodic trajectory. Now if there is only one periodic orbit in this region, the asymptotic stability of
the corresponding limit cycle in this bounded region is assured. Poincaré-Bendixson’s theorem also holds for every
orientable 2-manifold for which the Jordan curve theorem [50] holds. The extended polar coordinates defined by {6, rs}
is an orthogonal coordinate system, and the manifold created by {6, rs} € R? is an orientable 2-manifold satisfying
Jordan curve theorem. To employ Poincaré-Bendixson’s theorem on our problem, we need to define a bounded region
around the desired limit cycle Zg(6). We define the Lower and Upper bounds around Eg(6) as:

gL 0+ g1(0); gr(6) < Es(6)
gu 0 gu0); gu(d > Zs(6) (18)

For the upper bound, vectors pointing inwards the bounded region are defined as p = {gy(6), -6}, and for the lower
bound they are p = {~£.(6), 8} (assuming clockwise phase evolution, i.e. # > 0). The system dynamics on these
bounds are also defined as:

; 8.6) 8.(6)

original form, Equation (7) : d = {§, === f(6) + f(§)D A=)} te{L, U}
£ 4 foy! O 1 OPs )
. . (6
compensated form, Equation (8) : d = {0, Ep(0) f(0) + f(@)D]B,,(‘jC((g)))}, te{L,U} (19)
To have the condition that no flow leaves the bounds we need (with (., .) operator being the inner product):
(p,d)>0 (20)

To utilize the Poincaré-Bendixson’s theorem, it is needed to define bounds such that no flows leaves the enclosed
area. Figure 8 gives an idea about how to define the bounds. For the original form we define:

gru(®) = Es(0) + «f(6) = (Es(0) + ©)f(0):k S O 2y

Rewriting Equation (20) and dividing by the positive term §f(6) gives (by definition f(6) > 0 and we have already
assumed 6 > 0):

lower bound: D (Eg(6) + k) > Zg(0);k < 0 22)
upper bound: Dg (Z5(6) + k) < Zg(6); k > 0 23)
11



original form compensated form

rgsin(f)
rgsin(6)

rgcos(f) rgcos(f)

Figure 8: Poincaré-Bendixson bounds (dashed red) for the first order original and compensated forms. The bounds of the original form are scaled
versions of the limit cycle, while the bounds of the compensated form are similar to the limit cycle shape when near it, and become circular when
far. For this example Eg(6) = 2 + sin(6) tanh(cos(26)), and the base is an amplitude controlled oscillator ¢ = 1, u = 1 and y = 0.2. The trajectories
of the system dynamics (solid gray) enter the bounds (dashed red) and do not leave them.

Now if the conditions in Equations (22-23) are met for all possible margins in a bounded region, then the desired limit
cycle is asymptotically stable. So the basin of attraction for the original form is defined by the bounds:

kp €ER|VO€R & Yk, kp < k <0 : Dy (Ep(d) + &) > Ep(0)
ky e R|VOeR & Vk, 0 <k <«ky :Dp,(Epd)+«) < SNC) 24)

The lower and upper bounds for the compensated form in Equation (8) are not same as the ones of the original
form. This is depicted in Figure 8. What happens with the compensated form is that the dynamics contours are like
the shape of limit cycle for states near it, but become circular for states far from limit cycle. So we define:

gru(0) = Es(6) + k = Eg(0)f(0) + k:k S O (25)

and by using the same procedure used for the original form we get:

K .
Dg,(E(0) + —) 2 Eg(0);k s 0 (26)
fO) = -
The term ﬁ is strictly positive when « > 0 and strictly negative if k < 0. So again the basin of attraction is defined
by the bounds:
ki €R|VOER & Vi, ki < k <0 : Dy, (Zx6) + J%) > Ex(6)
ky eRIVOER & Vk, 0 <k < ky : Dy (Ex(6) + J%) < Ex(6) 27)

Table 4 gives examples of the basin of attraction for different realizations. The first four examples are the same
morphed oscillators as in Table 2. The fifth example is with a base oscillator that has one stable limit cycle at rg = u
and two unstable ones at rg = 0 and rg = 2u. For the first four examples, the upper bound of the basin of attraction
tends to infinity. The basin of attraction for the fifth example is bounded by the two other unstable limit cycles. In
general, if the base has multiple limit cycles, the designer should choose which limit cycle is used for morphing, and
the other limit cycles will then limit the span of the basin of attraction.

12



Table 4: The basin of attraction of first order realizations using different bases.

. basin of attraction bounds parameters
base oscillator —
original [ compensated
f=w LB:xk > —o0
g =y — rp) UB: k — +00
0=w LB:k=—+u ‘ LB:K:—\/ﬁmgin(f(@))
g =y(u-— ré)rB UB: k = +0
0=w LB: k= -2 i ‘ LB: k = 2 i min ((6))
ip = ytanh(u — r3)log(1 + r2) UB: k — +00
0=w LB: x > —
i = wcos(f) + 2 + sin(h) — ry UB: k — +00
=w LB:k=—-u LB:k=—-u m(}in(f(@))
fo ==y ra(u-re)u—-rs) | UBik=+u | UB:k=umin(f(6)

5.2. One dimensional second order system

Analyzing the asymptotic stability of a general nonlinear second order system is not trivial, and the Poincaré-
Bendixson theorem cannot be used anymore as it is only valid for phase planes, and not volumes. We utilize Con-
traction Theory [49] to show the stability conditions of our 2nd+ order systems. Contraction Theory characterizes the
system stability by the behavior of the differences between solutions with different initial conditions. If these differ-
ences vanish exponentially over time, all solutions converge towards a single trajectory, independent from the initial
states. In this case, the system is called globally asymptotically stable. For a general dynamical system of the form
x = f(x,t) assume that x(¢) is one solution of the system, and X(¢) = x(f) + 6x(¢) a neighboring one with a different
initial condition (6x(7) is also called virtual displacement). It can be shown that any nonzero virtual displacement
decays exponentially to zero over time if the symmetric part of the Jacobian of f is uniformly negative definite. In this
case, it can be shown that the norm of the virtual displacement decays at least exponentially to zero, for 1 — oo [49].
Namely, ||0x]| < exp fot Amax(X, )dH|0Xg||, where 4,4, (X, £) s the largest eigenvalue of %(g—i + %T), so that the sufficient
contraction condition is: A,,,(X, ) < —b < 0 (for some b > 0) uniformly in a contracting region.

One can write the infinitesimal virtual displacements of the second order compensated form as (since 6 is indiffer-
ent and f(6) is bounded, the phase-dependent terms can be considered as inputs over time):

d 6VS (SVS (9)+6) _ﬂ 6V§
dt [&S} [&S] [ 0 ||ors 28)
where J is the unsymmetrized Jacobian of Equations (10,11). This has a symmetrized Jacobian:

szm = [ (29)

() (1= ﬁ)/2}
(1-p)2 0

Since here the symmetrized Jacobian has its eigenvalues of the opposite signs, we apply the linear local coordinate
transform for variational displacements, obtaining the new coordinates: dvg and 6zs = B drs (for 8 > 0). Now the
symmetrized Jacobian is

s Fom) 0
Joym = [ 6(9”‘5 0 (30)
which has a zero eigenvalue and the other one is D ( 7 (‘f) —). So the second order system is contracting when

Dg, () <0, 8 > 0. With the above conditions, the compensated second order form is partially contracting towards the
desired limit cycle and the phase subsystem is indifferent.
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5.3. One dimensional n—th order system

The stability analysis of the n—th order system (n > 2) is similar to the one for a 2nd order system. Again writing
the infinitesimal virtual displacements give:

(n 1) (n—1)
6 Dy, f(” ml Buet O ... 0 0 O 6r§ .
P
0 =By ... 00 0 s

: S | (31
1 : : s 1
6*’” 0 0 ... 10 -gl|o
5rs 0 0 ... 0 1 o]Lodrs

and again using the new coordinates: 6r(” b 61(" Y = B 6r(” 2 61(" Y = B 6r(” 9 ..., 625 = B 6rs, the

(n—1)
n—th order system is partially contracting when Dy, ( ) <0andVi:B; > 0.

"
fo- 1)+5n 1

5.4. Multidimensional system

The stability of the multidimensional system created in Equation (17) should be analyzed from two aspects: (I)
asymptotic stability of the phase coupling, (II) asymptotic stability of each dimension under the coupling. Since
phases are independent of the radial values, the multidimensional system is a hierarchy, and the asymptotic stability
of phase coupling can be analyzed independently [49]. To address (I), it can be shown that as long as for every loop
in the coupling graph passing through oscillators iy, iz, i3, . . . , i, i1

¢i1i2 + ¢i2i3 + ...+ ¢i,,,i] = Zkﬂ',k cZ (32)

and with the additional condition Vi, j : ¢;; > 0, the phase differences 6; — 6; will asymptotically converge to the
desired phase differences ¢;;. One can introduce the potential function (for the coupling dynamics in Equation (17),
with the change of variables 6; « 6, — wt):

N N
U®) == cijcos(0; — 6; - ¢)) (33)

i=1 j=1
which gives: 6, = B—U and the potential U(f) has minima at Vi, j : 6; = 0; — ¢;; + 2kn,Vk € Z. Since ‘il—llj =
Z?’: 1 %% = - Z]_l(‘w)2 then U(0) plays a role of Lyapunov’s function, proving the asymptotic stability. Now

since the phase differences are consistent (Equation (32)), the system remains synchronized.

The multidimensional system is a hierarchically coupled system, where the radial dynamics depends on the phase
dynamics but the phase dynamic does not depend on the radial dynamics, and the phase dynamics is contracting by
itself. Aslong as the phases are synchronized, Vi : §; = w = 219, then all oscillators will converge to their limit cycles.
An asynchrony, e.g. 8; — 6; # 2kr + ¢;;, can introduce a perturbation on the radial dynamics for the i—th dimension.
Let us assume that this perturbation, at phase 6;, is quantified as u;(6;). As long as this perturbation does not push the
i — th oscillator out of its basin of attraction, it will eventually be forgotten, and the i—th oscillator will converge to its
limit cycle. So in the case where the basin of attraction is the whole state space, the whole multidimensional system is
asymptotically stable. For the case where the basin of attraction is limited, if the sum of the coupling weights is small
enough, u;(6;) will be small enough, and the system will remain in the basin of attraction. One can simply choose to
have all the coupling weights equal and small enough to ensure stability.

6. Arbitrary convergence behavior

The previous sections introduced a methodology to design morphed phase oscillators with arbitrary limit cycle
shapes, and analyzed their stability. The convergence behavior of these morphed oscillators is determined by the
choice of the base oscillator, and cannot be explicitly defined. However it is useful to have an oscillator which can
exhibit a given desired convergence behavior. Examples can be when a certain path should be followed to reach the
limit cycle [51], or if phase-dependent convergence behavior is of interest.
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To obtain such oscillator, we modify the case where a unit radius amplitude controlled oscillator is used as the
base oscillator (Eg(#) = 1) and an original first order realization is applied. We first need to find the analytical solution
for the case where an amplitude controlled oscillator is used as the base. For the phase equation we can simply write:

0(t) = wt + Cy, Cy = 6(0) (34)

To find the analytical solution for the radius equation, we define g = f(), and we rewrite the morphed amplitude
controlled oscillator (first example in Table 2) as (for simplicity, and without loss of generality, we assume y = 1):

o + (y : g)f”s = yg (35)
This is a first order differential equation of the form:
s+ prs = q (36)
with p =y — § and g = yg. This form has the general solution: rgef pdt — f qef rdidt + C,. Solving the integration
with respective p and g expressions gives (with g = f(6)):
_ 15(0)
f(6(0))
The analytical solution shows that the oscillator converges to the desired limit cycle behavior Eg(6) = f(6) when
t — oo. The convergence behavior is an exponential decay which is shaped by f. Now if we use a custom convergence

function % instead of f to define the convergence behavior, we can modify Equation (37) to represent the new desired
solution:

rs(t) = f(O() + C,f(0(1)e™", C,

-1 37

rs(0) — f(6(0))
h(0)

To obtain the dynamical system yielding this desired solution we perform the steps done to obtain Equation (37)

backwards. If we multiply both sides of Equation (38) with g,—:’ we have (again g = f(0)): rs‘%t =" % + C,, which can

be rewritten as:

n et gheh
rse_zfe_(yg+g . g)dt+C, (39)

rs(t) = f(61) + Crh(e™", C; = (38)

h h

Now if we define ¢” = % we obtain the general coefficients p = y — % and g = yg + gh%@. With p and ¢ defined,
Equation (39) is a solution of a first order differential equation of the form defined in Equation (36). We obtain:

h oh — h
i’s+()’—;l)"s:78+g—h g (40)
and we can simplify and write it as an ordinary differential equation for radius (with g = f(6)):
L h(6, 1)
= - — - 41
s = f(0) + (7 ne. t)) (f(0) —rs) (41)

Equation (41) along with the phase Equation (5) gives a first order morphed phase oscillator which the shape of its
limit cycle is defined by f and the shape of its convergence by /4. As the desired solution in Equation (38) shows, the
steady state solution does not depend on / and is only defined by f. The function A(6, ) can be a function of phase,
time, or both, and depends on the application. One can argue that the term y — % can be generally written as y(6, 1)
which means having a phase - and/or time - dependent convergence rate. This is correct, however a representation like
(6, t) will not explain what the convergence behavior will be.

To ensure a stable system, the fixed-point f(6) — rs in Equation (41) should be attractive. This means the condition
Y= % > 0 should be satisfied. Moreover, since A(6, f) is in the denominator in Equation (41), 4(6, ) should not have
a zero-crossing.

Figure 9 shows examples of the arbitrary convergence behavior. The top plot in Figure 9 depicts the effect of
perturbation on different / functions. The left plot in Figure 9 shows the phase portrait of a system with four different

convergence behaviors. As it is clear, the limit cycle shape is not affected by the choice of the convergence behavior.
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Figure 9: Arbitrary convergence behavior. Top) This ex-
ample shows the effect of different convergence behav-
iors h facing perturbations. For ¢t € [0,10), h = 1,
for t € [10,15[,h = ¢, and for t € [15,20[,h =
tanh(10sin(1060)) + 1.5. Perturbations are injected to the
system at # = 5 and ¢t = 10. As it is obvious, the pertur-
bation at ¢+ = 5 is damped exponentially, and the one at
t = 10 is not forgotten since the convergence behavior is
canceled (h = €' so % = 7v). From ¢ = 15 the system fol-
lows the smooth rectangular convergence defined by A. Itis
elegant that the steady state behavior does not depend on &

? (refer to Equation (38)). Left) For this example / changes
in each quarter. In the first quarter # = 1 and exponential
> non-shaped convergence is obtained. The second quarter
@ > has i = " which cancels the convergence behavior and
\ the oscillator becomes neutrally stable. The third quarter is

[\.)

rgsin(f)

%B) similar to the first quarter, with a 5 times bigger . Finally,
2 for the fourth quarter 2 = 2 + 0.5 sin(206).

_2 2//

rgc 05(9)

7. Learning

This section will explain how the scaling function f can be created from data points. We will additionally explain
how the convergence behavior & can be fitted from data when Equation (41) is of interest. All the given descriptions
are for one-dimensional cases, and extension to multi-dimensional cases is done by just repeating the same process
for all dimensions and setting correct phase differences ¢;;.

7.1. Learning the scaling function

Let us assume that one dimensional input data is given as {#;,y;},i = 1... N, where #; is the sample time, y; is the
desired output, and N is the number of data points. This data vector should represent a periodic activity. We first need
to extract the frequency of oscillation, which methods like discrete Fourier transform or cross correlation can be used.
After the frequency ¢ is determined, we create the phase data as 6; = 27dt;.

We can then use the values of y; as the desired radius of the limit cycle. We add a constant offset dy to y; values in
case they include negative values. This is due to the fact that f should be a positive function (other than the case where
a base oscillator with a linear 7 equation is used), and the same &y should be subtracted when reading the output of
the system. Consequently the data describing the scaling function f is defined as (with o > —min (y;)):

1

Yi+ 0o
Ep(6)’
The dataset given in Equation (42) can be used to create any function approximator describing f, as long as it

keeps the periodicity with a period of 1/9. As recommended by [26], the shaping function can be modeled with
normalized weighted periodic Gaussian-like bases, known as von Mises basis functions:

f:0i—

i=1...N (42)

K
f(9) = M’ lﬁk(e) — eﬁ(cos(é)—ck)_l)

(43)
Zk:1 ‘7l’k(0)
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Figure 10: Learning the limit cycle and the convergence behaviors from an input data vector. The last cycle of the input data is used to extract the
desired limit cycle and to build f(6). Knowing f(6), the convergence data is obtained by Equation (45), and is sampled at 2kx + 6, phases. The
obtained sampled points are used to find an exponential fit. As the figure shows, different samples for different phase offsets 6, result in the same
convergence factor of y = 1.5. After that the periodic part of the convergence function can be extracted. Both f(6) and (6) can be modeled with
von Mises bases. This example uses 20 bases for f(6) and 50 bases for /(). The oscillator generating the input data for this example is described
withy = 1.5, Eg(0) = f(0) = 3 + arctan(sin(30 + 4)) + cos(6), and h(6) = 2 + sin(d) + tanh(3 cos(36)).

where ¥ is a von Mises basis centered at phase ¢; and o determines the span. If f is modeled so, then there are
powerful tools like locally weighted regression [52] to find the w; parameters in an O(KN) procedure. One additional
benefit of using von Mises bases is that the resulting f function is smooth, i.e. it is C* differentiable. This means that,
even using the first order realization, all position, velocity, acceleration, etc states will be continuous, until perturbed.

We like to mention that one nice outcome of using a mixture of periodic basis functions to model f is that they
can represent f in terms of simple movement/motor primitives, which can be linked to more biological explanation of
how movements are coded and generated [53—55]. Rhythmic Dynamical Movement Primitives [26] are one example
of such, and the framework here is a superset of rhythmic DMPs, and the notion of movement primitives apply as long
as the f function is accordingly represented.

7.2. Learning the convergence function

In case where a morphed oscillator having a desired limit cycle shape but also with an explicit desired convergence
behavior is of interest, one would use Equations (5,41) to model it. Let us assume that the given data {t;, y;},i=1... N
describes the oscillation behavior from an initial condition y, which convergences to a periodic behavior'. We can
simply take the last periods of oscillation (where the oscillator is already converged enough with respect to an error
measure), and use this part to model f (Section 7.1). Knowing f, and by utilizing Equation (38), we have:

— (6,
Vit 60 = fO) + ”Tg")h(r)e‘” (44)

which can be rewritten as:

B, v+ So— f(6)
Al ’9 v 22yt 22 T F O JA7
O =50 = Yot o0 f @)

where 7(t,0) is the normalized convergence function. If 7 is desired to be a function of time, then y can chosen
arbitrarily and then 72 is numerically obtained, and a function approximation tool of choice can be used to model 7().

The other case is where £ is meant to be a periodic function of phase A(6). So the term % should describe a
pure periodic behavior multiplied by the exponential decay e~’. This needs a correct estimation of y. It is difficult, and

(45)

'Our approach here is limited to having one single example. If multiple examples are given, one can first apply the process explained for one
example, and then use the median of the resulting parameters.
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Figure 11: Online modulation of the limit cycle behavior. Top) modulation of frequency to ¢ = 2 and then to @} = 0.5. Middle) Modulation of
amplitude by a = 0.5 around midpoint g = 2.5, then adding an offset of 0 = -2, and finally going back to the initial limit cycle. Bottom) Swapping
the limit cycle with a new one. For all the figures y = 2, and except the top figure, the value of y determines the modulation/switching duration.

can also be imprecise, to estimate the shape of A(#) and the convergence factor y at the same time. The solution is to
calculate y without knowing the form of A(6). Since A(6) is a non-damped periodic function, its relative displacement
in 2kmd + 0,,k € 7Z phases is zero. This means that if we sample A()e™" in ki + 2979 + t, time stamps, or 2kw + 6,
phases, then the sampled data fits on a pure exponential decay ae™ (¢, and 6, are arbitrary offsets). Finally, y can
simply be estimated by fitting ae™ on the newly sampled data, e.g. by least squares. After y is estimated, data
describing periodic phase-dependent function 7 is:

yi + 00 — f(6;) y i
—_— e’2
Yo + 60 — f(60)

and again von Mises bases with locally weighted regression can be used to model this data, like what was done for f.
Figure 10 depicts the procedure to extract the limit cycle and convergence behavior from a given data vector.

hi: 6 (46)

7.3. Online modulation

Different properties of the proposed morphed oscillators can be modulated online. Frequency modulation can be
done by directly changing the ¢} values. This will have an immediate effect on the period of the system. Figure 11-top
shows this property. Modulation of amplitude, offset and oscillation midpoint can be done by changing the f function
on-the-fly. If the desired modulated output ég(@) is:

Z5(6) = a(Es(6) = g) + g +0 47)
where a is the amplitude magnification around midpoint g, and o is an added offset, then:
o 1-ag+o
fO) =af®) + ———— (48)
Eg(0)
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Figure 12: The control architecture based on the morphed oscillators used for rough terrain locomotion. The morphed oscillators are used to encode
and generate the nominal locomotion patterns. Reflex and posture control mechanisms send feedback signals to the morphed oscillators, as additive
feedbacks to 75 ;. All the feedbacks are only active for certain locomotion phases, and the morphed oscillators converge back to the encoded limit
cycle when the feedbacks are inactive. This effect, along the existence of the posture controller, enables stable locomotion over unperceived rough
terrain. Videos can be found at http://biorob.epfl.ch/page-89661-en.html.

where £(6) is the new scaling function giving the desired modulation. Examples are given in Figure 11. The effects of
these modulations are not immediate, and act as swapping the limit cycle of the system with a new one, so the system
will gradually converge to the modulated limit cycle. All the above holds when f is replaced with a completely new
f which can have a different shape than f, as the bottom plot in Figure 11 shows.

We like to mention that since the oscillators obtained by the introduced methodology are phase oscillators, fre-
quency adaptation rule can easily be applied to them. With reference to [38], a frequency adaptation rule for entrain-
ment [56] with an external periodic input can be simply written as:

@ = —nl(?) sin(0) (49)

where I(7) is the external periodic signal and 7 is the adaptation rate. This means that instead of having a constant w
in the phase equation § = w, an adaptive dynamics is applied to @. Please refer to [38] for details.

8. Applications

Morphed oscillators can be applied to different problems when there is a need to encode a desired periodic pattern
as a limit cycle of a dynamical system. Moreover, morphed oscillators can be designed to be globally asymptotically
stable, and have a desired convergence behavior, which advocates applications requiring state feedback integration.
The concept of the morphed oscillators is new, so the list applications that we present is a combination of recently
implemented ones, and propositions:

Locomotion: As we know from animals, the periodic joint angle profiles during different stages of locomotion are
nonlinear and can be rather complex. The reader can refer to [57] for a sample human joint angle profiles, and to
[58] for a sample feline joint angle profiles. It is possible to use a simple phase generating system and apply out-
put functions to directly obtain desired control signals (like rs = f(6)). This can be sufficient in cases where no
feedback signal should be fed back to the oscillator (e.g. walking on a flat surface). However, as soon as there are
feedback signals (e.g. for walking on irregular terrain), using an output function can lead to output discontinuities or
non-smoothness (rs = f(6) + e becomes discontinuous or non-smooth if e is discontinuous or non-smooth). Morphed
oscillators provide a systematic way to encode the desired joint angles profiles in oscillator dynamics with known sta-
bility properties. This enables the control engineer to design feedback signals without the worry of pattern generation
discontinuity or instability. We have recently applied morphed oscillators to the control of simulated quadrupeds lo-
comoting over unperceived rough terrain. Figure 12 illustrates the aforementioned locomotion control scheme based
on morphed oscillators, which is detailed in [59-61].

Imitation: Morphed oscillators can be used for imitation of periodic tasks. In imitation, the tutor’s demonstration
can be of arbitrary complexity in terms of the trajectory shape. [37, 41, 42, 62] give several examples of periodic
tasks that can be imitated with a robot, including drumming. As discussed above with locomotion, such periodic tasks
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can be done using phase generating systems and output functions. In case of imitation however, there are two issues
using output functions: 1) Like in locomotion, adding feedback tends to output discontinuity or non-smoothness.
For example in the drumming task, if the drums are repositioned, there needs to be feedback signals to adapt for
proper contact. 2) Imitation involves switching between different motor tasks, and using output functions can result
in discontinuities when switching. Using morphed oscillators, one can code the imitated trajectories in dynamical
systems which allow for feedback integration and also make the task transitions smooth (e.g. like the limit cycle
modulation in Figure 11).

Neurorobotics: Coupled morphed oscillators can be used to create high-level computational Central Pattern Genera-
tor (CPG) models [3, 8, 63]. In this case, an oscillator represents the activity of a complete oscillatory center (instead
of a single neuron or a small circuit) [4]. The study in [8] shows how coupled oscillators can be used to describe
swimming, walking and the transition between them in salamanders, and applies those oscillators to the control of
a salamander robot. The aforementioned study uses sine-wave outputs to control the spine joints. However recent
recordings from salamanders [64] show that spine movements are not purely sine-wave and have more nonlinearities.
One can use the morphed oscillators instead of amplitude controlled oscillators in [8] to create a more accurate high-
level model of the salamander CPGs. Moreover, using morphed oscillators allows for encoding of limb joint angle
trajectories as well, which are considerably more complex than spine trajectories [64].

As another example, [65] uses time-driven pattern generators to activate a muscle model controlling the locomo-
tion of a simulated salamander. The output patterns are used as abstract neural activation of the muscles. They only
test their model for open loop pattern generation. Morphed oscillators can be applied if one desires to equip such
muscle pattern generators with feedback mechanisms. Morphed oscillators will then encode the activation pattern in
stable oscillators which allow for smooth feedback integration.

Synchronization and assistance: Morphed oscillators give two-layer oscillators where the phase dynamics are de-
coupled from the radial dynamics. Having the decoupling, one can control radial dynamics limit cycle and con-
vergence properties separately and leave the phases for eigenfrequency control. This motivates applications like
model-free tracking in assistance and rehabilitation robotics, such as locomotion support using exoskeletons [66, 67]
or inter-agents phase synchronization [68] when the frequency coupling can be stably separated from radial dynamics.

Task initiation: As discussed in [51], “all periodic motions must be started in a nonperiodic way before the repeating
pattern comes into play”. It is important to be able to define the initiation trajectories of a periodic task, and the
methods to do this with one single dynamical system are scarce [S1]. As we showed in Section 6, morphed oscillators
can be used to encode the desired initiation/convergence behavior into the same dynamical system that encodes the
desired periodic task.

Stability analysis: The stability analysis given in Section 5 can be utilized to analyze the stability of a subset of
complex systems. To give an example consider the following time-dependent system:

x4

. . 2x . X
X = —xsin(f) + (1 ~ o ) (ecos(t) + sin( ecos(t))

It is not trivial to analyze the stability of this time-dependent system and describe its limit cycle properties (for example
Matlab or Mathematica cannot solve this equation). However one can reformulate this system as an original morphed
oscillator with £(8) = ¢*°® and the base:

6=1, ig=(-ry)2rp + sin(rs))

which has one stable fixed point at 75 = 1 and an unstable one at ry = 0. This base satisfies the conditions in Equation
(24) for rg > 0, and consequently, utilizing Equation (21), the system converges to the time driven limit cycle e**5®")
for x > 0. The same analogy can be used to analyze the stability conditions of other similar dynamical systems if they
can be rewritten into a morphed oscillator form. This method can be helpful in cases where classical stability analyses
fall short.
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One should keep in mind that morphed oscillators provide only the core building block for the above applications,
and should be enriched with proper and task-specific feedback mechanisms. The role of the morphed oscillator is to
encode the desired periodic trajectories into stable oscillators of desired order, which allows for feedback integration,
smooth modulations and continuous transitions.

Many of the above applications can also be done applying rhythmic Dynamical Movement Primitives (DMP). So
the question is why to design morphed oscillators. There are three answers to this question:

1. Rhythmic DMP is a 2nd order form of the morphed oscillators having a base with linear radial dynamics
(see Section 3.1). Consequently what can be done with a rhythmic DMP can also be done with a morphed
oscillator. Moreover, the idea of DMP builds upon the use of Gaussian like basis functions in order to represent
the limit cycle shape indirectly via the forcing term, while the methodology of morphed oscillators allows for
direct definition of the limit cycle shape using any desired tool for the representation of the shaping function
(Gaussians, splines, etc).

2. Using the morphed oscillators, the system designer has the option to choose the order of the dynamical system.
As it has been shown in [59], tasks like locomotion can be done with Ist order morphed oscillators, which
eliminates extra numerical integrations of a 2nd order system. On the other hand, [69] shows that 3rd order
dynamics can be useful for sequencing robotic tasks which need acceleration continuity. Moreover, if one looks
for jerk continuity in a periodic task, as in [70], then a 4th order system should be applied.

3. The methodology of morphed oscillators allows for a variety of different convergence behaviors. One can use
different bases to obtain different levels of nonlinearity in the convergence. For example, using a base with linear
radial dynamics (like DMP) results in simple exponential convergence, while using a base with polynomial
radial dynamics can give a convergence behavior which is weak near the limit cycle and strong when far. One
should keep in mind that the convergence behavior affects the external feedback effect, and having the choice
of convergence behavior gives the system designer the freedom to properly choose the needed convergence.

9. Discussion

We presented a general methodology to morph a chosen phase oscillator, which acts as a base oscillator, to an
oscillator with a desired limit cycle shape. The main idea of this methodology is based on a diffeomorphic phase-
based scaling map which morphs the dynamics of the base to the desired one. The given methodology creates first
order oscillators, and was extended to represent second order and n—th order oscillators. This realizes a general and
populated family of nonlinear oscillators with any desired order.

Compared to the general approach of using recurrent neural networks to create nonlinear oscillators, using the pre-
sented methodology will reduce the design/training complexity. If one desires to obtain a desired limit cycle behavior
out of a recurrent neural network, then he/she should employ rather complex training techniques like backpropaga-
tion through time [71], and check for local asymptotic stability and unwanted local minima afterwards. The training
technique in these approaches need to know about the internal dynamics of the network. However, for the morphed
oscillators, the training process (to model the limit cycle shaping function f) only needs to know the limit cycle shape
of the base oscillator, and not its transient dynamics, to be able to create the desired nonlinear oscillator. This gives
the advantage that the training procedure gets reduced to a static function approximation.

Other than being an interesting mathematical challenge to create nonlinear oscillators with arbitrary limit cycle
shapes, many motion control applications need such oscillators which makes this problem even more interesting.
One very good example is the control of locomotion and use of nonlinear oscillators as pattern generators. This is
widely known as the problem of designing Central Pattern Generator (CPG) [4] models for locomotion. As Ijspeert
mentions in [4], to be able to systematically create CPGs, design of coupled nonlinear oscillator exhibiting desired
limit cycles should be tackled. We believe that the approach here is general and systematic and helps to ease the design
of CPGs. Moreover, since one can design globally asymptotically stable limit cycle systems with the introduced
methodology, the inclusion of feedback signals will not affect the stability properties, and consequently broadens the
types of feedback signals that can be included.

The nonlinear oscillators obtained by the introduced methodology are one dimensional phase oscillators, and
can get phase coupled to create a multidimensional system. This is different from a recurrent neural network which is
multidimensional by design. The methodology here makes the creation of a multidimensional system easy by dividing
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it into low dimensional subsystems. However the radial dynamics of different dimensions are not directly coupled.
This means that a perturbation on one dimension’s radial state will not affect the other dimensions, other than when
being explicitly coupled. This is different from a recurrent neural network where all the state dynamics are normally
coupled, and this can be considered as an advantage or disadvantage depending on the application.

We also introduced the possibility to have an explicitly defined custom convergence behavior. This custom conver-
gence behavior is apart from the choice of the limit cycle shape, and both arbitrary limit cycle shape and convergence
can be obtained in one same dynamical system. This gives the possibility to include periodic tasks as well as their
non-periodic initiation in one single system. This is useful in many rhythmic motor control tasks which need initia-
tion, like locomotion. We have also explained how to learn both the limit cycle shape and the convergence behavior
from given data, which makes this tool appropriate to be used for learning rhythmic tasks by imitation.

The stability analysis for the general family obtained from the introduced methodology was given. If one is
looking for globally asymptotically stable limit cycle systems, the stability conditions can direct him/her to the choice
of the base oscillators he/she has. More importantly, if one is forced to use a specific base (e.g. by implementation
constraints), the given stability analysis can be used to know the stability bounds of the resulting system, and ensure
a safe system design.

In the end, we expect the introduced methodology to ease and systematize the design of nonlinear phase oscillators
for different applications including robotics and motion control. Morphed oscillator are computationally light and
simple to implement, which makes them appropriate tools for robotics application with real-time constraints. We
are exploiting these features, and already used morphed oscillators as the pattern generators for quadruped robots
locomoting over rough terrain [59-61]. Moreover, morphed oscillators are the superset of the rhythmic DMPs, and
this places the applications of DMPs within the scope of the morphed oscillators, with extended design choices.
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