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Abstract

Under natural viewing conditions, the physiological instability of visual fixation

keeps the projection of the stimulus on the retina in constant motion. After eye

opening, chronic exposure to a constantly moving retinal image might influence

the experience-dependent refinement of cell response characteristics. The results

of previous modeling studies have suggested a contribution of fixational instability

to the Hebbian maturation of the receptive fields of V1 simple cells (Rucci, Edel-

man, & Wray, 2000; Rucci & Casile, 2004). This paper examines the origins of

such a contribution. Using quasi-linear models of LGN units and V1 simple cells,

we derive analytical expressions for the second-order statistics of thalamocortical

activity before and after eye opening. We show that, in the presence of natural

stimulation, fixational instability introduces a spatially uncorrelated signal in the

retinal input, which strongly influences the structure of correlated activity in the

model. This input signal produces a regime of thalamocortical activity similar to

that present before eye opening and compatible with the Hebbian maturation of

cortical receptive fields.
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1 Introduction

In the primary visual cortex (V1), distinct regions in the receptive fields of sim-

ple cells tend to receive afferents from either ON- or OFF-center neurons in the

Lateral Geniculate Nucleus (LGN) (Hubel & Wiesel, 1962; Reid & Alonso, 1995;

Ferster, Chung, & Wheat, 1996). It is a long-standing proposal that this pat-

tern of connectivity originates from a Hebbian stabilization of synchronously firing

geniculate afferents onto common post-synaptic targets, which is initially driven

by endogenous spontaneous activity and later refined by visual experience (Stent,

1973; Changeux & Danchin, 1976; Miller, Erwin, & Kayser, 1999). This hypothesis

is challenged by the substantially different structures of endogenous spontaneous

activity and visually-evoked responses. Already at the level of the retina, sponta-

neous activity appears to be correlated on a narrow spatial scale in the order of

tens of arcmins (Mastronarde, 1983), whereas natural visual stimulation is known

to be characterized by broad spatial correlations in the order of degrees of visual

angle (Field, 1987; Burton & Moorhead, 1987; Ruderman, 1994). This difference

raises the question as to how the same activity-dependent mechanism of synaptic

plasticity could account for both the initial emergence and the later refinement of

V1 receptive fields.

A possible solution to this problem is represented by the fact that, after eye open-

ing, the statistics of neural activity depend not only on the visual scene but also

on the observer’s behavior during the acquisition of visual information. Eye move-

ments, in particular, with their direct impact on the sampling of visual information,

may profoundly influence neural responses. Eye movements are a constant presence

during natural viewing. In addition to saccades that relocate the direction of gaze

every few hundred milliseconds, small fixational eye movements keep the eyes in

constant motion even during the periods of fixation (Ratliff & Riggs, 1950; Yarbus,

1967; Steinman, Haddad, Skavenski, & Wyman, 1973; Ditchburn, 1980). Recent

neurophysiological studies have shown that fixational eye movements strongly affect

the responses of geniculate (Martinez-Conde, Macknik, & Hubel, 2002) and corti-

cal neurons (Gur, Beylin, & Snodderly, 1997; Martinez-Conde, Macknik, & Hubel,
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2000; Leopold & Logothetis, 1998; Snodderly, Kagan, & Gur, 2001). Furthermore,

experiments with kittens in which eye movements were prevented during the criti-

cal period have reported serious impairments in the maturation of characteristics of

V1 neurons, such as orientation selectivity (Buisseret, Gary-Bobo, & Imbert, 1978;

Gary-Bobo, Milleret, & Buisseret, 1986) and ocular dominance (Fiorentini, Maffei,

& Bisti, 1979; Freeman & Bonds, 1979; Singer & Raushecker, 1982).

In previous studies, we simulated the responses of LGN and V1 neurons to ana-

lyze the second-order statistics of thalamic (Rucci et al., 2000) and thalamocortical

activity (Rucci & Casile, 2004) before and after eye opening. Patterns of corre-

lated activity were found to be consistent with a Hebbian maturation of simple cell

receptive fields both in the presence of spontaneous activity and when images of

natural scenes were scanned by eye movements, but not when the same images were

examined in the absence of the retinal image motion produced by fixational insta-

bility. These results were highly robust. They were little affected by the precise

characteristics of neuronal models and simulated oculomotor activity.

In this paper, to better understand the possible influence of fixational instability

on visual development, we used quasi-linear models of LGN and V1 units to derive

analytical expressions of the patterns of correlated activity. We show that the

similarity between the statistics of thalamocortical activity present in our model

before and after eye opening originates from a decorrelation of the retinal input

operated by fixational instability.

2 Measuring correlated activity in a model of

the LGN and V1

By definition, Hebbian synapses change their strengths proportionally to the levels

of correlation between the responses of pre- and post-synaptic elements. In this

paper, instead of explicitly modeling synaptic changes, we estimated the emerging

structure of thalamocortical connectivity by directly analyzing levels of correlation

between geniculate and cortical cells. Since V1 neurons exhibit orientation selective
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responses already at the time of eye opening, the goal of this analysis was to examine

the compatibility between a strictly Hebbian mechanism of synaptic plasticity and

the preservation of preexisting patterns of connectivity.

To determine whether a simple cell η would establish stronger connections with

afferents from either ON- or OFF-center geniculate units at a location x within its

receptive field, we evaluated the correlation difference map:

Rη(x) = 〈ηxη(t)[αON
xα

(t) − αOFF
xα

(t)]〉I,t

where ηxη(t) is the activity of the cortical neuron, and αON
xα

(t) and αOFF
xα

(t) are the

responses of an ON- and an OFF-center geniculate cell with receptive fields centered

at xα. The average is evaluated over time t and an ensemble of input images I.

A positive value of Rη(x) implies that the simple cell response is more strongly

correlated with the response of an ON-center (rather than an OFF-center) geniculate

unit with receptive field at relative separation x = xη −xα. The opposite holds for

a negative value of Rη(x). Rη can be seen as η’s receptive field predicted by purely

Hebbian synapses. To preserve and refine the spatial organization of η’s receptive

field, Rη needs to be positive at locations that correspond to ON subregions and

negative in correspondence of the OFF subregions.

2.1 Modeling cell responses

The responses of simple cells in V1 and non-lagged ON- and OFF-center X cells

in the LGN were modeled on the basis of the convolution between the visual input

I(x, t) and the cell spatiotemporal kernel k(x, t). For both LGN and V1 units

we assumed a space-time separable kernel k(x, t) = s(x)h(t), where s(x) and h(t)

represent the spatial and temporal components. Cell responses were obtained by

rectifying the convolution output using a threshold Θ. That is, α(t) = kα(x, t) �

I(x, t) − Θ if kα(x, t) � I(x, t) > Θ, α(t) = 0 otherwise.

Spatial receptive fields of simple cells were modeled by means of Gabor filters:

sη(x) = Aη cos([ωη 0] · x + φ)e−
xTR(ρ)TσηR(ρ)x

2
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where Aη is the amplitude, ση =
( σ−2

ηx 0

0 σ−2
ηy

)
is the covariance matrix of the Gaus-

sian, ωη and φ are the angular velocity and phase of the plane wave, and R is a

rotation matrix that introduces the angle ρ between the major axis of the Gaussian

and the plane wave. Parameters were adjusted to model 10 simple cells following

neurophysiological data from Jones and Palmer (1987a, see their Table 1).

Spatial kernels of geniculate units were modeled as differences of Gaussians:

sα(x) = Acnte
− xTx

2σ2
cnt − Asrne

− xTx

2σ2
srn

where the subscripts indicate contributions from the receptive field center (cnt) and

surround (srn). Kernel parameters followed neurophysiological data from Linsen-

meier, Frishman, Jakiela, and Enroth-Cugell (1982) to model ON-center cells with

receptive fields located between 5o and 15o of visual eccentricity. At each angle of

visual eccentricity, spatial receptive fields of modeled OFF-center cells were equal

in magnitude and opposite in sign to those of ON-center units, i.e. sON
α = −sOFF

α .

Since many neurons in the LGN and V1 possess similar temporal dynamics (Alonso,

Usrey, & Reid, 2001), for both cortical and geniculate units, the temporal element

h(t) was modeled as a difference of two gamma functions (DeAngelis, Ohzawa, &

Freeman, 1993a; Cai, DeAngelis, & Freeman, 1997):

hα(t) = hη(t) = k1Γ(t, t1, c1, n1) − k2Γ(t, t2, c2, n2)

where Γ(t, t0, c, n) = [c(t−t0)]ne−c(t−to)

nne−n . Following data from Cai et al. (1997), tem-

poral parameters were: t1 = t2=0, n1 = n2=2, k1=1, k2=0.6, c1=60s−1, c2=40s−1.

Previous studies in which cell responses were simulated during free-viewing of

natural images have shown that the second-order statistics of thalamocortical activ-

ity produced by this model are insensitive to the level of rectification (Rucci et al.,

2000; Rucci & Casile, 2004). To probe into the origins of our previous simulation

results, in this study we focused on the specific case of no rectification for simple

cells and rectification with zero threshold for geniculate units. This assumption en-

ables correlation difference maps to be expressed as the product of linear geniculate
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and cortical responses:

Rη(x) = 〈ηxη(t)[αON
xα

(t) − αOFF
xα

(t)]〉I,t = 〈ηxη(t)αxα(t)〉I,t (1)

where α(t) = αON(t) − αOFF(t) = kON
α (x, t) � I(x, t). While this choice of rectifi-

cation parameters simplified the mathematical analysis of this paper, our previous

simulation data ensure that results remain valid for a wide range of thresholds. In

this paper correlation difference maps were estimated on the basis of Eq. 1, without

explicitly simulating cell responses. Examples of traces of neuronal activity can be

found in Fig. 6 of our previous study (Rucci & Casile, 2004).

3 Thalamocortical activity before eye opening

To establish a reference baseline, we first examined the structure of thalamocorti-

cal activity immediately before eye opening. Experimental evidence indicates that

many of the response features of V1 cells are already present at the time of eye

opening (Hubel & Wiesel, 1963; Blakemore & van Sluyters, 1975). Computational

studies have shown that correlation-based mechanisms of synaptic plasticity are

compatible with the emergence of simple cell receptive fields in the presence of en-

dogenous spontaneous activity (Linsker, 1986; Miller, 1994; Miyashita & Tanaka,

1992).

For simplicity, we restricted our analysis to the two-dimensional case of one

spatial and one temporal dimension, by considering sections of the spatial receptive

fields. The receptive fields of simple cells were sectioned along the axis orthogonal

to the cell preferred orientation. For LGN cells, we considered a section along a

generic axis crossing the center of the receptive field. Results are, however, general

and can be directly extended to the full 3D space-time case.

In the presence of spontaneous retinal activity, levels of correlation between the

responses of thalamic and cortical units can be estimated by means of linear system

theory (Papoulis, 1984):

Rη(x) = F−1{Kη(ωx, ωt)Kα(ωx, ωt)CSA(ωx, ωt)}
∣∣
t=0

(2)
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where F−1 indicates the operation of inverse Fourier transform, CSA(ωx, ωt) is the

power spectrum of spontaneous activity in the retina, and Kα(ωx, ωt) and Kη(ωx, ωt)

are the Fourier transforms of LGN and V1 kernels.

Under the model assumption of space-time separability of cell kernels, Eq. 2

gives:

Rη(x) = TF−1{Sη(ωx)Sα(ωx)SSA(ωx)} (3)

where we also assumed space-time separability of the power spectrum of spontaneous

retinal activity. T is a multiplicative factor equal to
∫ ∞
−∞ HSA(ωt)Hη(ωt)Hα(ωt)dωt,

and SSA(ωx), HSA(ωt), Sα(ωx), Hα(ωt), Sη(ωx) and Hη(ωt) are, respectively, the

spatial and temporal components of the power spectrum of spontaneous retinal

activity and of the Fourier transforms of LGN and V1 kernels.

Data from Mastronarde (1983) show that retinal spontaneous activity is char-

acterized by narrow spatial correlations. These data are accurately interpolated

by Gaussian functions. Least squares interpolations of levels of correlation be-

tween ganglion cells at different separations produced Gaussians with amplitude

ASA = 13.9 independent of the cell eccentricity and standard deviation σSA that

ranged from 0.18o at eccentricity 5o to 0.35o at 25o. Use in Eq. 3 of a Gaussian

approximation for retinal spontaneous activity gives, after some algebraic manipu-

lations, an analytical expression for the structure of correlated activity:

Rη(x) ∝ Âe−
x2

2σ̂2 cos(ω̂x + φ) + Ãe−
x2

2σ̃2 cos(ω̃x + φ) = R̂ηα(x) + R̃ηα(x) (4)

where the parameters are given by:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

σ̂ =
√

σ2
η + σ2

cnt + σ2
SA

ω̂ = σ2
η

σ̂2 ωη

Â = AηAcntASAσcntσησSA2π
σ̂ e−

σ2
ηωη(ω̂−ωη)

2

and

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

σ̃ =
√

σ2
η + σ2

srn + σ2
SA

ω̃ = σ2
η

σ̃2 ωη

Ã = AηAsrnASAσsrnσησSA2π
σ̃ e−

σ2
ηωη(ω̃−ωη)

2

(5)

Substitution of cell receptive field parameters in Eq. 5 yields Â � Ã at all considered

angles of visual eccentricity. Thus, the second term of Eq. 4 can be neglected, and
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correlation difference maps are described by Gabor functions:

Rη(x) ≈ R̂η(x) = Âe−
x2

2σ̂2 cos(ω̂x + φ) (6)

Since also the spatial receptive fields of modeled V1 units are represented by

Gabor functions, the similarity between correlation difference maps and cortical

receptive fields can be quantified by directly comparing the two parameters of the

Gabor maps: σ, the width of the Gaussian, and ω, the spatial frequency of the plane

wave.

Fig. 1 compares the correlation difference maps given by Eq. 6 to the receptive

fields of modeled V1 units. Since the precise location of the receptive fields of

recorded cells were not reported by Jones and Palmer (1987b, 1987a), we estimated

the patterns of correlation that each modeled V1 unit would establish with LGN cells

located at various angles of visual eccentricity. Fig. 1 (a) shows an example for one of

the modeled V1 units. The patterns of correlated activity measured at both 5o and

15o of visual eccentricity closely resembled the receptive field profile of the cortical

cell. The curves marked by solid triangles in Fig. 1 (b) show respectively the mean

values of the two ratios rω = ω̂/ωη and rσ = σ̂/ση evaluated over all the 10 modeled

V1 cells as a function of the visual eccentricity of geniculate units. Both ratios were

close to 1 at all eccentricities indicating a close matching between the patterns of

correlated activity and the receptive fields of all simulated cells. The average values

of the two indices of similarity were r̄σ = 1.08±0.05 and r̄ω = 0.86±0.07 respectively.

Thus, in the model, the structure of thalamocortical activity present immediately

before eye opening matched the spatial organization of simple cell receptive fields.

It is important to notice that the similarity between receptive fields and correla-

tion difference maps shown in Fig. 1 originated from the narrow spatial correlations

of spontaneous activity. Indeed, when no spatial correlation was present at the

level of the retina, i.e. when spontaneous activity was modeled as white noise

(CSA(ωx, ωt) = 1), correlation difference maps calculated from Eq. 2 were virtually

identical to the simulated receptive fields. Mean ratios over all simulated cells and

angles of visual eccentricity were r̄σ = 1.03 ± 0.02 and r̄ω = 0.94 ± 0.03, indicating

8



that correlation difference maps and cortical receptive fields were highly similar.

This similarity did not occur in the presence of large input spatial correlations. For

example, in the case of σSA = 1o, the mean matching ratios were r̄σ = 1.77 ± 0.31

and r̄ω = 0.35 ± 0.14. This analysis shows that the narrow correlations of sponta-

neous retinal activity were responsible for the compatibility between the structure

of thalamocortical activity and the Hebbian maturation of cortical receptive fields

observed in our previous modeling studies (Rucci et al., 2000; Rucci & Casile, 2004).

[Figure 1 about here.]

4 Thalamocortical activity after eye opening

After eye opening, the assumption of narrow spatial correlations in the visual input

is no longer valid. Luminance values in natural scenes are correlated over relatively

large distances, as revealed by the power-law profile of the power spectrum of natural

images (Field, 1987; Burton & Moorhead, 1987; Ruderman, 1994). Fig. 2 examines

the impact of these broad input correlations on the structure of thalamocortical

activity. Following the approach of section 3, correlation difference maps, were

given by:

Rη(x) = CF−1{Sη(ω)Sα(ω)N (ω)} (7)

where N (ω) is the power spectrum of natural images and C is a multiplicative

factor equal to Hα(0)Hη(0). The power spectrum N (ω) was estimated from a set

of 15 natural images (van Hateren & van der Schaaf, 1998). Its radial mean was

best interpolated by N̄ (ω) ∝ ω−2.02, which is in agreement with previous measure-

ments (Field, 1987; Ruderman, 1994).

Similar to the results of our previous study (Rucci & Casile, 2004), patterns of

correlated activity did not match the receptive fields of simple cells during static

presentation of natural scenes. An example for one of the 10 modeled simple cells is

shown in Fig. 2 (a), which compares the profile of the cell receptive field to sections

of the correlation difference maps measured at 5o and 15o of visual eccentricity. The

mismatch is particularly evident in correspondence of the side lobes of the receptive
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field where levels of correlation predicted stabilization of afferents from geniculate

cells with the wrong polarity (ON- instead of OFF-center).

Fig. 2 (b) shows average results obtained over the entire population of simulated

simple cells. Since, in this case, an analytical expression of Rη(x) was not available,

correlation difference maps obtained by solving numerically Eq. 7 were compared

to receptive fields by means of the correlation coefficient rRF . This index measures

the similarity of two patterns. It varies between -1 and 1, with +1 indicating per-

fect matching and -1 perfect mirror symmetry. In addition to the mean correlation

coefficient rRF , a second, more specific correlation coefficient index, rSL, quan-

tified the similarity between receptive fields and correlation difference maps only

over the secondary lobes of cell receptive fields. At all considered eccentricities, a

clear mismatch was present between correlation maps and receptive fields. Average

correlation coefficients were r̄RF = 0.65 ± 0.09 over the entire receptive fields, and

r̄SL = −0.45±0.3 in correspondence of the secondary lobes. That is, contrary to the

case of retinal spontaneous activity, the structure of correlated activity measured in

the presence of the broad correlations of natural images was not compatible with a

Hebbian refinement of the receptive fields of simple cells.

[Figure 2 about here.]

The results of Fig. 2 were obtained in the absence of eye movements. Under

natural viewing conditions, however, the retinal image is always in motion as small

movements of the eyes, head and body prevent maintenance of a steady direction

of gaze. Results from previous computational studies have shown a strong influence

of fixational instability on the structure of correlated activity in models of the LGN

and V1 (Rucci et al., 2000; Rucci & Casile, 2004). To examine the origins of

this influence, in this paper we modeled fixational instability by means of a two-

dimensional ergodic process ξ(t) = [ξx(t), ξy(t)]T. For simplicity, we assumed zero

moments of the first-order (〈ξx(t)〉 = 0 and 〈ξy(t)〉 = 0) and uncorrelated movements

along the two axes (Rξxξy(t) = 0).

By means of Taylor expansion, the luminance profile I(x̃) of a natural image in
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the neighborhood of a generic point x can be approximated as:

I(x̃) ≈ I(x) + ∇I(x)T · [x̃ − x]

Thus, if the average area covered by fixational instability is sufficiently small,

the input to the retina during visual fixation can be approximated by:

Ir(x, t) ≈I(x) + ∇I(x)T · ξ(t) =

= I(x) +
∂I(x)

∂x
ξx(t) +

∂I(x)
∂y

ξy(t)

Using this approximation, we can estimate the responses of cortical and genicu-

late cells during visual fixation:

ηx0(t) = kη(μ, τ) � Ir(μ, τ)
∣∣
(x0,t)

≈ kη(μ, τ) � I(μ)
∣∣
(x0,t)

+

+ kη(μ, τ) �
∂I(μ)
∂μx

ξx(τ)
∣∣∣∣
(x0,t)

+ kη(μ, τ) �
∂I(μ)
∂μy

ξy(τ)
∣∣∣∣
(x0,t)

=

= ηS
x0

(t) + ηD
x0

(t)

αx1(t) = kα(μ, τ) � Ir(μ, τ)|(x1,t) ≈ kα(μ, τ) � I(μ)
∣∣
(x1,t)

+

+ kα(μ, τ) �
∂I(μ)
∂μx

ξx(τ)
∣∣∣∣
(x1,t)

+ kα(μ, τ) �
∂I(μ)
∂μy

ξy(τ)
∣∣∣∣
(x1,t)

=

= αS
x1

(t) + αD
x1

(t)

(8)

where x0 and x1 are the locations of receptive fields centers and

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ηS
x0

(t) = kη(μ, τ) � I(μ)
∣∣
(x0,t)

ηD
x0

(t) = kη(μ, τ) � ∂I(µ)
∂μx

ξx(τ)
∣∣∣∣
(x0,t)

+ kη(μ, τ) � ∂I(µ)
∂μy

ξy(τ)
∣∣∣∣
(x0,t)

=

= ηDx
x0

(t) + η
Dy
x0 (t)⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

αS
x1

(t) = kα(μ, τ) � I(μ)
∣∣
(x1,t)

αD
x1

(t) = kα(μ, τ) � ∂I(µ)
∂μx

ξx(τ)
∣∣∣∣
(x1,t)

+ kα(μ, τ) � ∂I(µ)
∂μy

ξy(τ)
∣∣∣∣
(x1,t)

=

= αDx
x1

(t) + α
Dy
x1 (t)

That is, cell responses can be decomposed into a static component with non-zero
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mean (ηS and αS) and a zero-mean dynamic component introduced by fixational

instability (ηD and αD). ηDx , αDx , ηDy and αDy are the contributions to cell

responses generated by the instability of visual fixation along the x and y axes.

Given this decomposition, also correlation difference maps can be expressed as

the sum of a static and a dynamic term:

Rη(x) = RS
η(x) + RD

η (x) (9)

Indeed, from our assumptions on the statistical moments of fixational instability it

follows that only three of the nine terms obtained by direct multiplication of the

responses ηx0(t) and αx1(t) have non-zero means. The first one of these terms is

given by:

〈ηS
x0

(t)αS
x1

(t)〉ξ,I,t =

=
〈(

kη(μ, τ) � I(μ)
∣∣
(x1,t)

)(
kα(μ, τ) � I(μ)

∣∣
(x0,t)

)〉
ξ,I,t

=

=
(

sη(μ) � sα(−μ) � N(μ)
∣∣
(x1−x0)

)〈 ∫ ∞

−∞
hα(τ)dτ

∫ ∞

−∞
hη(τ)dτ

〉
t
=

= Csη(μ) � sα(−μ) � N(μ)
∣∣
x

where N(x) is the autocorrelation function of natural images. Since this term

depends only on the static components of cell responses, it represents the correlation

difference map that would be obtained in the absence of fixational instability (see

Eq. 7).

The second term is given by:

〈ηDx
x0

(t)αDx
x1

(t)〉ξ,I,t =

〈(
kη(μ, τ) �

∂I(μ)
∂μx

ξx(τ)
∣∣∣∣
x1,t

)(
kα(μ, t) �

∂I(μ)
∂μx

ξx(τ)
∣∣∣∣
x0,t

)〉
ξ,I,t

=

=
(

sη(μ) � sα(−μ) � Nx(μ)
∣∣
x1−x0

)〈
hη(τ) � hα(−τ) � Rξxξx(τ)

∣∣
τ=0

〉
t
=

= Dsη(μ) � sα(−μ) � N ′
x(μ)

∣∣
x

(10)

where N ′
x(μ) is the autocorrelation function of the first component of the gra-
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dient of natural images (the derivative along the x axis). D is a constant equal to∫ ∞
−∞ Hη(ωt)Hα(ωt)Rξxξx(ωt)dωt where Rξxξx(ωt) indicates the Fourier transform of

Rξxξx(t).

By using a similar procedure, we obtain the third term:

〈ηDy
x0 (t)αDy

x1 (t)〉ξ,I,t = Dsη(μ) � sα(−μ) � N ′
y(μ)

∣∣
x

where N ′
y(μ) is the autocorrelation function of the second component of the gradient

of natural images (the derivative along the y axis).

By adding these three terms and defining N ′(μ) = N ′
x(μ) + N ′

y(μ), we obtain:

Rη(x) =Csη(μ) � sα(−μ) � N(μ)
∣∣
x
+

+ Dsη(μ) � sα(−μ) � N ′(μ)
∣∣
x

= RS
η(x) + RD

η (x)
(11)

which proves Eq. 9.

Eq. 11 shows that fixational instability adds a contribution RD
η (x) to the cor-

relation map RS
η(x) obtained with presentation of the same stimuli in the absence

of retinal image motion. Whereas in the absence of fixational instability, levels of

correlation depend on the autocorrelation function of the stimulus N(x) (or, equiv-

alently, its power spectrum N (ω)), the term RD
η (x) introduced by the jittering of

the eye depends on the autocorrelation function of the gradient of the stimulus,

N ′(x) (or equivalently its power spectrum N ′(ω), the ’dynamic’ power spectrum).

Fig. 3 (a) compares N (ω) and N ′(ω) for the case of images of natural scenes.

Whereas N (ω) followed, as expected, a power law with exponent approximately

equal to -2, the dynamic power spectrum N ′(ω) was almost flat up to a cut-off

frequency of about 10 cycles/deg, i.e. it was uncorrelated. Thus, in the presence

of natural images, fixational instability adds an input signal that discards spatial

correlations.

It should be observed that the ’whitening’ of the dynamic power spectrum is

a direct consequence of the scale-invariance of natural images and has a simple

explanation in the frequency domain. Since the Fourier transforms of the two

partial derivatives ∂I(x)
∂x and ∂I(x)

∂y are respectively proportional to ωxI(ω) and

13



ωyI(ω), the two power spectra N ′
x(ω) and N ′

y(ω) are proportional to ω2
xN (ω) and

ω2
yN (ω). Thus, N ′(ω) = N ′

x(ω)+N ′
y(ω) ∝ |ω|2N (ω). For images of natural scenes,

N (ω) ∝ |ω|−2 (Field, 1987), and the product |ω|2N (ω) produces a dynamic power

spectrum N ′(ω) with uniform spectral density. In other words, our analysis shows

that whereas the intensity values of natural images tend to be correlated over large

distances, local changes in intensity around pairs of pixels are uncorrelated. There-

fore, fixational instability represents an optimal decorrelation strategy for visual

input with power spectrum that declines as |ω|−2.

[Figure 3 about here.]

We have already shown in Fig. 2 that the patterns of correlated activity RS
η(x)

measured with static presentation of images of natural scenes did not match the

receptive fields of modeled simple cells. Fig. 4 analyzes the contribution of fixational

instability, the term RD
η (x) in Eq. 11, to the structure of correlated activity. In

this case, correlation difference maps closely resembled the spatial organization of

cortical receptive fields irrespective of the eccentricity of simulated geniculate units.

The mean matching index was r̄RF = 0.98 ± 0.006 over the entire receptive fields

and r̄SL = 0.92±0.06 over the secondary lobes. That is, each simple cell established

strong correlations with either ON- or OFF-center geniculate units only when the

receptive fields of these units overlapped an ON or an OFF subregion. Similar to the

case of spontaneous retinal activity, this pattern of correlated activity is compatible

with a Hebbian refinement of simple cell receptive fields.

[Figure 4 about here.]

To summarize, Eq. 11 shows that in the presence of the self motion of the retinal

image that occurs during natural viewing, the second-order statistics of thalamo-

cortical activity depend both on the spatial configuration of the stimulus and on

how its retinal projection changes during visual fixation. The first component is

represented in Eq. 11 by the term RS
η , which depends on the power spectrum of the

stimulus N (ω). The latter component is represented by RD
η , which is determined

by the dynamic power spectrum N ′(ω), a spectrum that discards the broad spatial

14



correlations of natural images. Of these two terms, only RD
η matches the spatial

organization of simple cell receptive fields (compare Fig. 4 with Fig. 2). The overall

structure of correlated activity is given by the weighted sum of the results of Fig. 2

and Fig. 4.

During fixational instability, the relative influence of RS
η and RD

η depends on

two elements: (a) the powers of the two inputs N (ω) and N ′(ω); and (b) neuronal

sensitivity to both input signals. In natural images most energy is concentrated at

low spatial harmonics. Since N ′(ω) attenuates the low spatial frequencies of the

stimulus, it tends to possess less power than N (ω). For example, for the two power

spectra in Fig. 3, the ratio of power dynamic/static in the range 0-10 cycles/deg was

only 0.08. That is, N (ω) provided over ten times more power than N ′(ω) within the

main spatial range of sensitivity of geniculate cells. However, in Eq. 11, N (ω) and

N ′(ω) are modulated by the multiplicative terms C and D, which depend on the

temporal characteristics of cell responses (both C and D) and fixational instability

(D only). Since geniculate neurons respond more strongly to changing stimuli than

stationary ones, D tends to be higher than C. For example, a retinal image motion

with Gaussian temporal correlation (the term Rξxξx in Eq. 10) characterized by a

standard deviation of 30 ms and a mean amplitude of 10’, values that are consistent

with the instability of fixation of several species, produced a ratio D/C ≈ 950.

Thus, although N ′(ω) provided less power than N (ω), the weighted ratio of the

total power (DN ′(ω))/(CN (ω)) in the range 0-10 cycles/deg was approximately 76.

Since the term RD
η dominated the sum of Eq. 11, the matching between correlation

difference maps and receptive fields increased from r̄RF = 0.65 ± 0.09 and r̄SL =

−0.45 ± 0.3 (the values obtained with static presentation of natural images) to

r̄RF = 0.90 ± 0.05 and r̄SL = 0.12 ± 0.55. That is, in the presence of fixational

instability, the responses of simulated cortical units tended to be correlated with

those of geniculate units with correct polarity.

It is important to observe that several mechanisms might further enhance the

impact of fixational instability on the refinement of thalamocortical connectivity. A

first possibility is a rule of synaptic plasticity that depends on the covariance (and

not the correlation) between the responses of pre- and post-synaptic elements (Se-

15



jnowski, 1977):

Rη(x) = 〈(η(t) − η)(α(t) − α)〉.

In the case in which mean activity levels are estimated over periods of fixation,

η = ηS and α = αS yielding Rη(x) = RD
η (x). Thus, the term RS

η(x) does not affect

synaptic plasticity, and the structure of thalamocortical activity is compatible with

the spatial organization of the receptive fields of simple cells. This is consistent

with the results of our previous simulations in which we analyzed the statistics of

geniculate activity during natural viewing (Rucci et al., 2000).

A second mechanism that might enhance the influence of fixational instability

is a nonlinear attenuation of the responses of simple cells to unchanging stimuli.

Systematic deviations from linearity have been observed in the responses of simple

cells. In particular, it has been shown that responses to stationary stimuli tend to

decline faster and give lower steady-state levels of activity than it would be expected

from linear predictions (Tolhurst, Walker, Thompson, & Dean, 1980; DeAngelis et

al., 1993a). This attenuation can be incorporated into our model by assuming that,

after an initial transitory period following the onset of visual fixation, a simple cell

responds as:

η(t) = (1 − β) · ηS(t) + ηD(t)

where the constant β ∈ [0, 1] defines the degree of attenuation. With this modifica-

tion, correlation difference maps are given by:

Rη(x) = (1 − β)RS
η(x) + RD

η (x) (12)

Fig. 5 compares the receptive fields of simulated simple cells with the correla-

tion difference maps estimated with various degrees of attenuation. It is clear by

comparing these data to those of Fig. 2 that even a partial attenuation of cortical

responses to unchanging stimuli resulted in a substantial improvement in the degree

of similarity between patterns of correlation and receptive fields. A 60% attenua-

tion was sufficient to produce an almost perfect matching (r̄RF = 0.97 ± 0.02 and

r̄SL = 0.50 ± 0.44). Thus, consistent with our previous simulations of thalamo-
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cortical activity (Rucci & Casile, 2004), in the presence of fixational instability a

nonlinear attenuation of simple cell responses leads to regime of correlated activity

that is compatible with a Hebbian refinement of the spatial organization of simple

cell receptive fields.

[Figure 5 about here.]
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5 Conclusions

Many of the response characteristics of V1 neurons develop before eye opening and

refine with exposure to pattern vision (Hubel & Wiesel, 1963; Blakemore & van

Sluyters, 1975; Buisseret & Imbert, 1976; Pettigrew, 1974). After eye opening,

small eye and body movements keep the retinal image in constant motion. The

statistical analysis of this paper, together with the results of our previous simu-

lations (Rucci et al., 2000; Rucci & Casile, 2004), indicate that the physiological

instability of visual fixation contributes to decorrelating cell responses to natural

stimuli and establishing a regime of neural activity similar to that present before

eye opening. Thus, at the time of eye opening, no sudden change occurs in the

second-order statistics of thalamocortical activity, and the same correlation-based

mechanism of synaptic plasticity can account for both the initial emergence and the

later refinement of simple cell receptive fields.

In this study, we have used independent models of LGN and V1 neurons to exam-

ine whether the structure of thalamocortical activity is compatible with a Hebbian

maturation of the spatial organization of simple cell receptive fields. The results of

our analysis are consistent with a substantial body of previous modeling work. Be-

fore eye opening, in the presence of spontaneous retinal activity, a modeled simple

cell established strong correlations with ON- and OFF-center geniculate units only

when the receptive fields of these units overlapped, respectively, the ON and OFF

subregions within its receptive fields. This pattern of correlated activity is in agree-

ment with the results of previous studies that modeled the activity-dependent de-

velopment of cortical orientation selectivity (Linsker, 1986; Miller, 1994; Miyashita

& Tanaka, 1992).

After eye opening, the visual system is exposed to the broad spatial correlations

of natural scenes. In the absence of retinal image motion, these input correlations

would coactivate geniculate units with the same polarity (ON- or OFF-center) and

with receptive fields at relatively large separations, a pattern of neural activity

that is not compatible with a Hebbian refinement of simple cell receptive fields.

During natural fixation, however, neurons receive input signals that vary in time
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as their receptive fields move with the eye (Gur & Snodderly, 1997). This study

shows that, in the presence of images of natural scenes, these input fluctuations

lack spatial correlations. In the model, this spatially uncorrelated input signal

strongly influenced neuronal responses and produced patterns of thalamocortical

activity that were similar to those measured immediately before eye opening. Thus,

our analysis shows that a direct scheme of Hebbian plasticity can be added to

the category of activity-dependent mechanisms compatible with the maturation of

cortical receptive fields in the presence of decorrelated natural visual input (Law &

Cooper, 1994; Olshausen & Field, 1996).

The fact that fixational instability might have such a strong effect on the devel-

opment of cortical receptive fields should not come as a surprise. Consistent with

the results of our analysis, several experimental studies have shown that prevention

and manipulation of eye movements during the critical period disrupts the matu-

ration of the response properties of cortical neurons (for a review, see Buisseret,

1995). For example, no restoration of cortical orientation selectivity (Gary-Bobo et

al., 1986; Buisseret et al., 1978) and ocular dominance (Freeman & Bonds, 1979;

Singer & Raushecker, 1982) is observed in dark-reared kittens exposed to visual

stimulation with their eye movements prevented. In addition, neurophysiological

results have shown that fixational eye movements strongly influence the responses

of geniculate and cortical neurons (Gur et al., 1997; Leopold & Logothetis, 1998;

Martinez-Conde et al., 2002). In the primary visual cortex of the monkey, bursts

of spikes have been recorded following fixational saccades (Martinez-Conde et al.,

2000), and distinct neuronal populations have been found that selectively respond

to the two main components of fixational eye movements, saccades and drifts (Snod-

derly et al., 2001).

This study relied on two important assumptions. A first assumption was the use

of linear models to predict cell responses to visual stimuli. Linear spatio-temporal

models enabled the derivation of analytical expressions of levels of correlation in

thalamocortical activity. A substantial body of evidence shows that LGN X cells

act predominantly as linear filters. Responses to drifting gratings contain most

power in the first harmonic (So & Shapley, 1981), and responses to both flashed
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and complex naturalistic stimuli are well captured by linear predictors (Stanley, Li,

& Dan, 1999; Cai et al., 1997). Also the responses of V1 simple cells contain a

strong linear component (Jones & Palmer, 1987b; DeAngelis, Ohzawa, & Freeman,

1993b). However, for these neurons important deviations from linearity have been

reported. In particular, it has been observed that responses to stationary stimuli

decline faster and settle on lower steady-state levels than would be expected from

linear predictions (Tolhurst et al., 1980; DeAngelis et al., 1993a). We have shown

that a nonlinear attenuation of cortical responses to unchanging stimuli enhances

the influence of fixational instability on the structure of correlated activity. In the

model, the broad correlations of natural scenes had little impact on the second-order

statistics of thalamocortical activity in the presence of strong nonlinear attenuation.

A second assumption concerned the way we modeled the self motion of the retinal

image. In this study, the physiological instability of visual fixation was modeled as a

zero-mean stochastic process with uncorrelated components along the two Cartesian

axes. These assumptions simplified our analysis and led to the elimination of several

terms in Eq. 11. However, the results presented in this paper do not critically depend

on them. Simulations in which retinal image motion replicated the cat’s oculomotor

behavior have produced patterns of correlated activity that are very similar to the

theoretical predictions of this study (Rucci et al., 2000; Rucci & Casile, 2004).

Furthermore, although a statistical analysis of the instability of visual fixation under

natural viewing conditions has not been performed, the motion of the retinal image

as subjectively experienced by a jitter after-effect (Murakami & Cavanagh, 1998)

appears to be compatible, at least qualitatively, with our modeling assumptions.

It is worth emphasizing that, during natural viewing, other elements, in addition

to eye movements, contribute to the instability of visual fixation. In particular,

small movements of the head and body and imperfections in the vestibulo-ocular

reflex (Skavenski, Hansen, Steinman, & Winterson, 1979) are known to amplify the

self-motion of the retinal image. Our analysis aims to address the joint effect of all

these movements. It can be shown analytically that the factor D, which in Eq. 11

modulates the impact of a moving retinal stimulus (the term RD
η (x)), depends in a

quadratic manner on the spatial extent of fixational instability. Therefore, within
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the limits of validity of the Taylor approximation of Eq. 8, the larger the amplitude

of fixational instability, the stronger its influence on the structure of correlated

activity. It should also be noted that while this paper focuses on the examination

of static images of natural scenes, our analysis applies to any jittering stimulus on

the retina, irrespective of the origin of motion, whether self-generated or external.

For example, the trembling of leaves on a tree exposed to the wind might produce

a decorrelation of neural activity similar to that of fixational instability.

Our results appear to contrast with a previous proposal according to which the

spatial response characteristics of retinal and geniculate neurons are sufficient to

decorrelate the spatial signals provided by images of natural scenes (Atick & Redlich,

1992). According to this hypothesis, a neuronal sensitivity function that increases

linearly with the spatial frequency would counterbalance the power spectrum of

natural images and produce a decorrelated pattern of neural activity. However,

neurophysiological recordings have shown that, in both the cat and the monkey, the

frequency responses of cells in the retina and the LGN deviate significantly from

linearity in the low spatial frequency range (So & Shapley, 1981; Linsenmeier et

al., 1982; Derrington & Lennie, 1984; Croner & Kaplan, 1995). Such deviation is

not compatible with Atick and Redlich’s proposal, and in the absence of fixational

instability, would lead to a regime of thalamocortical activity strongly influenced

by the broad spatial correlations of natural images (see Fig. 2). In contrast to

this static decorrelation mechanism, the decorrelation of visual input produced by

fixational instability does not depend on the spatial response properties of geniculate

and cortical units. Thus, the proposed mechanism is highly robust with respect to

individual neuronal differences in spatial contrast sensitivity functions.

While in this study we have focused on the developmental consequences of a

chronic exposure to fixational instability, our results also have important implica-

tions concerning the way visual information is represented in the early visual system.

A number of recent studies have suggested an important role for fixational instability

in the neural encoding of visual stimuli (Ahissar & Arieli, 2001; Greschner, Bongard,

Rujan, & Ammermüller, 2002; Snodderly et al., 2001). The results presented in this

paper suggest that fixational instability, by decreasing statistical dependencies be-
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tween neural responses, might contribute to discarding broad input correlations

thus establishing efficient visual representations of natural visual scenes (Barlow,

1961; Attneave, 1954). Further theoretical and experimental studies are needed to

characterize and test this hypothesis.
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List of Figures

1 Comparison between the spatial organization of simple cell re-

ceptive fields and the structure of thalamocortical activity for

retinal inputs with various levels of spatial correlation. (a) Re-

sults for one of the 10 modeled simple cells in the case of sponta-

neous activity. The correlation difference maps (Rη) measured

between the considered simple cell and arrays of geniculate units

located around 5o and 15o of visual eccentricity are compared to

the profile of the receptive field (RF). (b) Comparison between

the parameters of the Gabor functions that represented recep-

tive fields and patterns of correlated activity. Dashed and solid

curves show respectively the ratios rω = ω̂/ωη and rσ = σ̂/ση

evaluated in the presence of retinal spontaneous activity (◦),

white noise (�) and broad spatial correlations (σSA = 1o) at

the level of the retina (�). The closer these two ratios are to 1

the higher is the similarity between patterns of correlation and

the spatial structure of simple cell receptive fields. Each curve

represents average values over 10 modeled simple cells. Error

bars represent standard deviations. The x axis marks the angle

of visual eccentricity of the receptive fields of geniculate units. 32
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2 Comparison between the spatial organization of simple cell re-

ceptive fields and the structure of thalamocortical activity in

the case of static presentation of natural images. (a) Results

for one of the 10 modeled simple cells. The two correlation

difference maps (Rη) measured between the considered simple

cell and arrays of geniculate units located around 5o and 15o of

visual eccentricity are compared to the profile of the simple cell

receptive field (RF). (b) Average matching across the 10 mod-

eled V1 units. Bars indicate the matching between correlation

difference maps and cortical receptive fields evaluated both over

the entire receptive field (rRF ) and only in correspondence of

the secondary lobes (rSL) (see text for details). The x axis rep-

resents the angle of visual eccentricity of simulated geniculate

units. Vertical lines represent the standard deviation. . . . . . 33

3 Comparison between the power spectra of natural images N (ω)

and the dynamic power spectrum N ′(ω) = N ′
x(ω) + N ′

y(ω)

given by the sum of the power spectra of the x and y components

of the gradient of natural images. The two curves are radial

averages over a set of 15 natural images. . . . . . . . . . . . . 34

4 Comparison between the spatial organization of simple cell re-

ceptive fields and patterns of correlated activity measured when

images of natural scenes were examined in the presence of fix-

ational instability (the term RD
η (x) in Eq. 11). The layout of

the panels and the graphic notation are the same as in Fig. 2. 35
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5 Effect of nonlinear attenuation of simple cells responses to un-

changing stimuli. (a) Results for one of the 10 modeled sim-

ple cells. The correlation difference maps (Rη) estimated from

Eq. 12 for three values of the attenuation factor β, are compared

to the profile of the simple cell receptive field (RF). (b) Mean

matching indices over all modeled V1 units as a function of

the attenuation factor. Both correlation coefficients evaluated

over the entire receptive field (rRF ) and the secondary subre-

gions (rSL) are shown. Parameters of LGN units simulated an

eccentricity of 10o. . . . . . . . . . . . . . . . . . . . . . . . . 36
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