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Neurophysiologically-inspired computational model of the visual recognition of social behavior and intent 
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Tracking of realistic stimuli 

Realistic movies with articulating animals: Monkey follows leopard. The 
sequences generated by our realistic behaviors simulator are animated in 
Autodesk Maya. Sequence of  snapshots sampled every 0.33 seconds.  

Monkey RBF      Leopard RBF Monkey NF       Leopard NF 

Activity of the neurons in the RBF net-
works that detect the two agents 
(without enhanced feature selection).  

Activity of the corresponding neurons 
in the neural field (without preceding 
cross-contrasting, see next section).  

Scenes used for the extension of the 
model to real videos including natural 
backgrounds.  

The examples of feature selection and 
cross-contrasting are shown below for 
the first snapshot of the scene above. Discriminative feature 

selection: as input it takes 
the local populations of 
feature detectors of the 
last layer of VGG16. 
Feature selection is based 
on a combination of LDA 
(separating agent features 
from the background) and 
an appropriate rescaling of 
features in PCA space. 
 
Cross-contrasting: In order 
to separate the patterns 
generated by the two 
interacting agents we 
exploited a simplified form 
of positive ICA, resulting in 
clearly separated activity 
patterns for the individual 
agents. 

1a & 1b: the output of RBF, without discriminative feature selection. 
2a & 2b: the output of RBF,  with LDA-based feature selection. 
3a & 3b: 2-channel cross-contrasting of the RBF network outputs (2a, 2b). 
4a & 4b: NFs activation 
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Tracking in the natural environments 

 
 Humans reliably attribute social interpretations to highly impoverished stimuli, 

such as interacting geometrical shapes, as shown in the classical experiments 
(Heider & Simmel, 1944). 

 Perception of interaction has been explained by high-level cognitive processes, 
such as probabilistic reasoning (Baker et al., 2009) 

 Perception of animacy from simple figures is dependent on a number of critical 
stimulus parameters  (Tremoulet, Feldman, 2000, 2006; Henrik et al., 2014).  

 The perception of basic interactive actions (e.g. ’chasing’ or ’fighting’) has been 
addressed in several studies (Gao & Scholl, 2013; Scholl & Tremoulet, 2000; 
McAleer & Pollick, 2000; Blythe et al. 1999); six types of interactive movements 
has been used repeatedly in these studies.  

 Building on classical biologically-inspired models for action perception (Giese & 
Poggio, 2003), and a deep learning architecture (Simonyan & Zisserman, 2015) 
we propose a learning-based hierarchical NN model that analyses such stimuli 
directly from video sequences of the abstract and of the natural captured 
scenes.  

 The model includes only simple physiologically plausible operations. The shape-
recognition feed-forward pathway, modeled by a DeepNN (VGG16), followed by 
discriminative feature selection, an RBF NN and Neural Fields recognizing and 
tracking shape, orientation and position of moving agents.  

Introduction 

fgfg 
Goal of the research 
 Investigation if and how basic aspects of social and animacy perception 

can be accomplished by simple and physiologically plausible neural 
mechanisms, exploiting a hierarchical (deep) model of the visual pathway.  

Neural model architecture extends standard model of the visual pathway by 

neural circuit that analyze perceived agency and classifies social interactions. 

Mid-level features recognized by first 5 layers of VGG16 (Simonyan & Zisserman,  

2015). This module is trained for the ImageNet visual features detection. LDA-

based weighted PCA is used for the stimulus-vs-background feature selection of 

the outputs of VGG16. RBF network recognizes position and orientation of 

agents for specific keyframes. Positive ICA based cross-contrasting of two agents 

channels enhances the position discriminative estimation. Neural Field/RNN 

used for the stabilization of agent tracking in the video sequence, by suppression 

of wrong detections.  

Model architecture 

 Hierarchical neural network with two pathways analyzing form and motion 
features. 

 Mid-level features extracted by first 5 layers of VGG16, followed by 
discriminative feature selection, RBF mapping and 2-channels cross-
contrasting, followed by the robust 2D tracking of position by Neural Field. 

 Two top levels compute perceived animacy and classify perceived interaction.  
 The choice of features for agency judgements was driven by results in the 

psychophysical literature: absolute velocity and acceleration of agents, relative 
distance, velocity, and acceleration (cf. McAleer & Pollick, 2008). 

 Testing multiple types of classifiers at the top level.  
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Generation of Stimuli 

Agent 2 

Agent 1 

(Acts as goal 
or obstacle 
for agent 2. ) 
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 Dynamics of heading direction  
(Fajen and Warren 2003): 
 

 
 

 

 Dynamics of forward speed: 
 

 

 Parameters fitted to movies  
by McAleer & Pollick (2008). 

 
𝜏𝑣 𝑖 = −𝑣𝑖 + 𝐹𝑖 𝑑 + 𝑐𝑖 ε𝑖(𝑡) 
 

Ф 𝑖 = 𝑏Ф 𝑖 - 𝑘𝑔 Ф𝑖  −  ψ𝑔,𝑖  𝑒−𝑐1𝑑𝑔,𝑖 + 𝑐2  

                            +𝑘𝑜  (Ф𝑖 − ψ𝑜,𝑛𝑖)(𝑒
−𝑐3|Ф𝑖 −ψ𝑜,𝑛𝑖|)

𝑁𝑜𝑏𝑠𝑡
𝑛=1  𝑒−𝑐4𝑑𝑜,𝑛𝑖  

Modelling social 
interaction by a  
modified human 
navigation model 

12 different interaction categories (8 best recognized classes): 
Avoiding, Fithing, Chasing, Pushing, Dodging, Flirting, Walking (together), Tug of War 
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Conclusions 
New psychophysically validated simulator generates 12 reliably  distinguishable 

categories of social interactions.   
Simple physiologically plausible neural model reproduces several important 

characteristics of human agency perception and of social interaction 
recognition from abstract displays. 
Model suitable also for the recognition of articulating bodies and the real 

animals in a  rich natural backgrounds.  
Model makes precise predictions about the behavior of neurons involved in 

interaction perception, which can be verified in electrophysiological 
experiments.  

Classifier Accuracy

Linear SVM 99.0%

Gaussian kernel SVM 96.3%

LDA 94.7%

KNN 94.7%

Nonlinear LDA 94.3%

Neural Network 94.0%

 6 social interactions regularly used in 
psychophysics.  

 Highest confusion rates between 
’flirting’ and ’chasing’; sometimes 
also ’playing’ and ’guarding’. 

 Minimum achieved accuracy: 94 %; 
best classification result with linear 
support vector machine: 99 %.  

 All original videos from McAleer and 
Pollick (2008) were classified 
correctly, even though they were not 
part of the training set. 

Social interaction classification 
Accuracy: different classifiers 

Model Experiment 

           Consistent with the psychophysical results, activity of the output ’agency 
neuron’ increases with size  of velocity and direction changes of the agent. 

          Reproduction of increased animacy perception for stimuli that have a 
body axis, as opposed to a moving circle (which does not have a body axis), 
if motion is aligned with body axis.  
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Results on abstract stimuli 
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Psychophysical Experiment 
 Fee labelling task: participants assigned descriptions to each test video freely. 
 Classification task: (new) subjects classified using the most frequently chosen 

labels from free labelling task. 
 Semantic similarity task: (New) participants rated (Likert scale) the pairwise 

similarity of the category labels.  

Confusion Matrix 

o Reliable classification, way above chance level.  
o MDS results indicate that misclassified labels are semantically similar. 
o Classes of semantically similar actions can be distinguished from videos. 

MDS of Semantic Labeling 

Perception of animacy from the motion of  
a single object  (Tremoulet, Feldman 2000) 


